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#### Abstract

In spectral bisection, a Fielder vector is used for partitioning a graph into two connected subgraphs according to its sign pattern. We investigate graphs having Fiedler vectors with unbalanced sign patterns such that a partition can result in two connected subgraphs that are distinctly different in size. We present a characterization of graphs having a Fiedler vector with exactly one negative component, and discuss some classes of such graphs. We also establish an analogous result for regular graphs with a Fiedler vector with exactly two negative components. In particular, we examine the circumstances under which any Fiedler vector has unbalanced sign pattern according to the number of vertices with minimum degree.
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## 1. Introduction and preliminaries

When does spectral bisection work well? Recall that spectral bisection is a method to approximately solve the graph partitioning problem: partition a graph $G$ into $k$ subgraphs each of which is similar in size while minimizing the number of edges between each pair of components. There is the result in [11] about the maximal error in spectral bisection with respect to the minimal cut while partition sizes are the same. In contrast, we shall investigate if spectral bisection is a robust technique by considering the partition sizes. The method uses a so-called Fiedler vector (see [5]) of a graph $G$ so that the edges between two vertices valuated by different signs of the Fiedler vector are cut in order to have the graph $G$ partitioned into two connected subgraphs. The paper of Urschel and Zikatanov (see [10]) provides

[^0]a generalization of the work of Fiedler (see [5]) with respect to spectral bisection. Specifically, [10] proves the existence of a Fiedler vector such that two induced subgraphs on the two sets of vertices valuated by non-negative signs and positive signs, respectively, are connected. If all Fielder vectors of a graph $G$ have a sign pattern such that a few vertices are valuated by one sign and possibly 0 , and the others are valuated by the other sign, then spectral bisection will provide an inadequate partition regarding the graph partitioning problem. The present paper examines such graphs and their properties.

Let $G$ be a simple graph of order $n$, that is, $|V(G)|=n$, where $V(G)$ is the vertex set of $G$, and let $H$ be a subgraph of $G$. For $v \in V(H)$, we define $\operatorname{deg}_{H}(v)$ as the degree of $v$ in $H$. We denote the minimum degree and the vertex connectivity of $G$ by $\delta(G)$ and $v(G)$, respectively. The Laplacian matrix of $G$ is $L(G)=D(G)-A(G)$, where $A(G)$ is the adjacency matrix and $D(G)$ is the diagonal matrix of vertex degrees. The spectrum of $L(G), S(L(G))=\left(\lambda_{1}(G), \ldots, \lambda_{n}(G)\right)$, is defined as the sequence of eigenvalues of $L(G)$ in nonincreasing order. It is well known that $L(G)$ is symmetric and positive semi-definite. In particular, $L(G) \mathbf{1}_{n}=\mathbf{0}_{n}$, where $\mathbf{1}_{n}$ and $\mathbf{0}_{n}$ are the all ones vector and the zero vector of size $n$, respectively (the subscript will be omitted if no confusion arises). So $\lambda_{n}(G)=0$. Similarly, the spectrum of $A(G)$, $S(A(G))=\left(\mu_{1}(G), \ldots, \mu_{n}(G)\right)$, is defined as the sequence of eigenvalues of $A(G)$ in nonincreasing order. Moreover, $\lambda_{i}(G)$ and $\mu_{i}(G)$ are written as $\lambda_{i}$ and $\mu_{i}$ if $G$ is clear from the context. We use $a m(\lambda)$ to denote the algebraic multiplicity of an eigenvalue $\lambda$ of $L(G)$ or $A(G)$. The algebraic connectivity $\alpha(G)$ of a graph $G$ is defined as $\lambda_{n-1}(G)$. It is proven in [4] that $\alpha(G) \leqslant v(G)$ for a noncomplete graph $G$. We refer the reader to [4] for more properties of $\alpha(G)$. Since $v(G) \leqslant \delta(G)$, we have $\alpha(G) \leqslant \delta(G)$ for a noncomplete graph $G$. An eigenvector associated with $\alpha(G)$ is called a Fiedler vector. Let $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$ and $\mathbf{x}=\left[x_{i}\right]$ be a Fiedler vector of $G$. For $1 \leqslant i \leqslant n$, a vertex $v_{i}$ is said to be valuated by $x_{i}$ if $x_{i}$ is assigned to $v_{i}$.

Suppose that $\mathbf{x}=\left[x_{j}\right]$ is an eigenvector associated to an eigenvalue $\lambda$ of $L(G)$ or $A(G)$. We define $i_{\lambda}(\mathbf{x})=\min \left\{\left|\left\{x_{j}: x_{j}>0\right\}\right|,\left|\left\{x_{j}: x_{j}<0\right\}\right|\right\}$. To distinguish between $L(G)$ and $A(G)$, we define

$$
i_{\lambda}(G):=\min _{\mathbf{x} \neq 0}\left\{i_{\lambda}(\mathbf{x}): L(G) \mathbf{x}=\lambda \mathbf{x}\right\} \quad \text { and } \quad i_{\mu}^{*}(G):=\min _{\mathbf{x} \neq 0}\left\{i_{\mu}(\mathbf{x}): A(G) \mathbf{x}=\mu \mathbf{x}\right\}
$$

In particular, $i_{\alpha(G)}(\mathbf{x})$ and $i_{\alpha(G)}(G)$ are denoted as $i(\mathbf{x})$ and $i(G)$, respectively.
We also use some standard terminology and notation in this paper. A vertex $v$ in a connected graph $G$ is a cut-vertex if the removal of $v$ and all incident edges results in a disconnected graph. A vertex $v$ in a graph is a dominating vertex if $v$ is adjacent to all other vertices. A graph is r-regular if each vertex of the graph has the same degree $r$. The complete graph $K_{n}$ is the $(n-1)$-regular graph on $n$ vertices. The
empty graph on $k$ vertices, denoted as $N_{k}$, consists of $k$ vertices with no edges. The line graph of a graph $G$ is the graph whose vertices are the edges of $G$, where two vertices are adjacent if and only if their corresponding edges are incident in $G$. The complement $\bar{G}$ of a graph $G$ is a graph with the vertex set $V(G)$, where two vertices are adjacent in $\bar{G}$ if and only if the two vertices are not adjacent in $G$. For two graphs $G_{1}$ and $G_{2}$ on disjoint vertex sets, the disjoint union $G_{1}+G_{2}$ of $G_{1}$ and $G_{2}$ is defined as the graph $\left.\left(V\left(G_{1}\right) \cup V\left(G_{2}\right), E\left(G_{1}\right) \cup E\left(G_{2}\right)\right)\right)$. For a vertex $v \in V(G), G-v$ is the subgraph of $G$ obtained from $G$ by deleting $v$ and all edges incident with it. The join of $G_{1}$ and $G_{2}$, denoted as $G_{1} \vee G_{2}$, is the graph obtained from $G_{1}+G_{2}$ by joining every vertex in $V\left(G_{1}\right)$ to every vertex in $V\left(G_{2}\right)$. Furthermore, $\bigvee_{V=1}^{k} G$ is defined as $\underbrace{G \vee \ldots \vee G}_{k \text { times }}$. It it straightforward to see that $G_{1} \vee\left(G_{2} \vee G_{3}\right)=\left(\stackrel{i=1}{G_{1}} \vee G_{2}\right) \vee G_{3}$ and $G_{1} \vee G_{2}=G_{2} \vee G_{1}$.

We introduce the spectral properties of a join of graphs since we use them in several places. Consider two graphs $G_{1}$ and $G_{2}$ on disjoint sets of $p$ and $q$ vertices, respectively. Let $S\left(L\left(G_{1}\right)\right)=\left(\lambda_{1}\left(G_{1}\right), \ldots, \lambda_{p}\left(G_{1}\right)\right)$ and $S\left(L\left(G_{2}\right)\right)=\left(\lambda_{1}\left(G_{2}\right), \ldots, \lambda_{q}\left(G_{2}\right)\right)$. It is known (see [8]) that the (multi-)set of all eigenvalues of $L\left(G_{1} \vee G_{2}\right)$ is

$$
\left\{0, \lambda_{1}\left(G_{1}\right)+q, \ldots, \lambda_{p-1}\left(G_{1}\right)+q, \lambda_{1}\left(G_{2}\right)+p, \ldots, \lambda_{q-1}\left(G_{2}\right)+p, p+q\right\}
$$

To see this, label the indices of rows and columns of $L\left(G_{1} \vee G_{2}\right)$ in order of $V\left(G_{1}\right)$ followed by $V\left(G_{2}\right)$. If $\mathbf{x}$ is an eigenvector orthogonal to $\mathbf{1}_{p}$ corresponding to $\lambda_{i}\left(G_{1}\right)$ for $1 \leqslant i \leqslant p-1$, then $\left[\begin{array}{ll}\mathbf{x}^{\top} & \mathbf{0}^{\top}\end{array}\right]$ is an eigenvector of $L\left(G_{1} \vee G_{2}\right)$. Similarly, for an eigenvector $\mathbf{y}$ orthogonal to $\mathbf{1}_{q}$ corresponding to $\lambda_{i}\left(G_{2}\right)$ for $1 \leqslant i \leqslant q-1$, we have $\left[\begin{array}{ll}\mathbf{0}^{\top} & \mathbf{y}^{\top}\end{array}\right]$ as an eigenvector of $L\left(G_{1} \vee G_{2}\right)$. Furthermore, $\mathbf{1}_{p+q}$ and $\left[\begin{array}{ll}-q \mathbf{1}^{\top} & p \mathbf{1}^{\top}\end{array}\right]$ are eigenvectors associated with 0 and $p+q$, respectively.

In Section 2 we find equivalent conditions for $G$ to have $i(G)=1$ (see Theorem 2.7). In Section 3, all graphs $G$ with $i(\mathbf{x})=1$ for all Fiedler vectors $\mathbf{x}$ are characterized by studying minimum values of $\operatorname{am}(\alpha(G))$, according to the number of vertices with minimum degree (see Theorem 3.19). Furthermore, we characterize the graphs for which the sign patterns of all Fielder vectors are extremely unbalanced (see Theorem 3.21). In Section 4, threshold graphs with $i(G)=1$ and graphs with three distinct Laplacian eigenvalues and $i(G)=1$ are described. Section 5 provides a characterization of all regular graphs $G$ with $i(G)=2$ by investigating sign patterns of eigenvectors corresponding to the least adjacency eigenvalue of the complement of $G$ (see Theorem 5.12).

Throughout this paper, we assume that all graphs are simple and bold-faced letters are used for vectors.

## 2. Characterization of graphs with $i(G)=1$

Proposition 2.1. Let $G$ be a graph of order $n \geqslant 2$. The graph $G$ is disconnected if and only if $i(G)=0$.

Proof. Suppose that $G$ is disconnected. Then $\alpha(G)=0$. So, the all ones vector is a Fiedler vector of $G$. Hence, $i(G)=0$. Conversely, assume that $i(G)=0$. Then there exists a non-negative Fiedler vector $\mathbf{x}$. Since $L(G) \mathbf{x}=\alpha(G) \mathbf{x}, \mathbf{1}^{\top} L(G) \mathbf{x}=$ $\alpha(G) \mathbf{1}^{\top} \mathbf{x}$ and it follows that $\alpha(G)=0$. Hence, $G$ is disconnected.

For a graph $G$ of order 1, we have $i(G)=0$, but $G$ is connected. So, if $G$ is a graph on $n$ vertices, where $n \geqslant 2$, then $i(G)>0$ implies that $G$ is connected.

Lemma 2.2. Let $G$ be a noncomplete graph of order $n \geqslant 3$. If $i(G)=1$, then $\alpha(G)=\delta(G)$.

Proof. Let $\mathbf{x}$ be a Fiedler vector with $i(\mathbf{x})=1$, and we may suppose that $x_{1}<0$. We have $(L(G)-\alpha(G) I) \mathbf{x}=0$, and considering the first entry, we find that $\left(l_{11}-\alpha(G)\right) x_{1}+\sum_{k \neq 1} l_{1 k} x_{k}=0$. Since $x_{1}<0, l_{1 k} \leqslant 0$ and $x_{k} \geqslant 0$ for all $k \neq 1$, it must be the case that $l_{11} \leqslant \alpha(G)$. Hence $\alpha(G) \geqslant \delta(G)$, and since $G$ is noncomplete, $\alpha(G) \leqslant \delta(G)$. We deduce that $\alpha(G)=\delta(G)$.

Example 2.3. Consider the complete graph $K_{n}$. Then $(1,-1,0, \ldots, 0)^{\top}$ is an eigenvector of $\alpha\left(K_{n}\right)=n$ and by Proposition 2.1, $i\left(K_{n}\right)=1$. Moreover, $\alpha(G)>$ $\delta(G)=n-1$.

Now, we shall characterize noncomplete connected graphs $G$ with $\alpha(G)=\delta(G)$. A characterization of graphs for which $\alpha(G)=v(G)$ appears in [6]: for a noncomplete, connected graph $G$ on $n$ vertices, $\alpha(G)=v(G)$ if and only if there exists a disconnected graph $G_{1}$ on $n-v(G)$ vertices and a graph $G_{2}$ on $v(G)$ vertices with $\alpha\left(G_{2}\right) \geqslant 2 v(G)-n$ such that $G=G_{1} \vee G_{2}$. Since $\alpha(G) \leqslant v(G) \leqslant \delta(G)$, if $\alpha(G)=\delta(G)$, then $\alpha(G)=v(G)=\delta(G)$. So, we begin with a join of a disconnected graph $G_{1}$ on $n-\delta(G)$ vertices and a graph $G_{2}$ on $\delta(G)$ vertices with $\alpha\left(G_{2}\right) \geqslant 2 \delta(G)-n$.

Lemma 2.4. Let $G$ be a noncomplete, connected graph of order $n \geqslant 3$. Then $\alpha(G)=\delta(G)$ if and only if $G$ can be expressed as a join of $G_{1}$ and $G_{2}$, where the graph $G_{1}$ on $n-\delta(G)$ vertices has an isolated vertex, and $G_{2}$ is a graph on $\delta(G)$ vertices, and $\alpha\left(G_{2}\right) \geqslant 2 \delta(G)-n$.

Proof. Suppose that $\alpha(G)=\delta(G)$. We will establish the desired conclusion by induction. For order 3 , there is only one graph, $N_{1} \vee N_{2}$, that is noncomplete and connected; it has the same algebraic connectivity as the minimum degree and
has the desired structure. Let $n \geqslant 4$. Suppose that a graph $G$ of order $n$ with $\alpha(G)=\delta(G)$ is noncomplete and connected. Since $\alpha(G)=v(G)=\delta(G), G$ is expressed as $G_{1} \vee G_{2}$, where $G_{1}$ is a disconnected graph of order $n-\delta(G)$, and $G_{2}$ is a graph of order $\delta(G)$ with $\alpha\left(G_{2}\right) \geqslant 2 \delta(G)-n$. We have $\operatorname{deg}_{G}(v) \geqslant \delta(G)$ for $v \in V\left(G_{1}\right)$ and $\operatorname{deg}_{G}(w) \geqslant n-\delta(G)$ for $w \in V\left(G_{2}\right)$. If $G_{1}$ has an isolated vertex, we are done. Suppose that $G_{1}$ has no isolated vertex. Since $\delta\left(G_{1}\right)>0$, we have $\operatorname{deg}_{G}(v)>\delta(G)$ for all $v \in V\left(G_{1}\right)$. So, there exists a vertex $w \in V\left(G_{2}\right)$ such that

$$
\operatorname{deg}_{G}(w)=\operatorname{deg}_{G_{2}}(w)+(n-\delta(G))=\delta(G) \quad \text { and } \quad \operatorname{deg}_{G_{2}}(w)=\delta\left(G_{2}\right)
$$

Since $\operatorname{deg}_{G_{2}}(w) \geqslant 0$, we obtain $n-\delta(G) \leqslant \delta(G)$.
Suppose that $n-\delta(G)=\delta(G)$. Then $\operatorname{deg}_{G_{2}}(w)=0$, so $G_{2}$ has an isolated vertex. Since $G_{1}$ is disconnected, $\alpha\left(G_{1}\right)=0$. Moreover, $\delta(G)=\frac{1}{2} n$. By exchanging the roles of $G_{1}$ and $G_{2}$, we obtain the desired description of $G$.

Assume that $n-\delta(G)<\delta(G)$. Note that $\delta\left(G_{2}\right)=2 \delta(G)-n$. Since $\alpha\left(G_{2}\right) \geqslant$ $2 \delta(G)-n$, we obtain $\alpha\left(G_{2}\right) \geqslant \delta\left(G_{2}\right)$. Suppose that $\delta\left(G_{2}\right)=\delta(G)-1$. Then we have $\delta(G)=n-1$, which contradicts the noncompleteness of $G$. Therefore, $G_{2}$ is a noncomplete, connected graph of order $\delta(G)$ with $\alpha\left(G_{2}\right)=\delta\left(G_{2}\right)$. By induction, there exists a graph $H_{1}$ of order $\delta(G)-\delta\left(G_{2}\right)$ with an isolated vertex and a graph $H_{2}$ of order $\delta\left(G_{2}\right)$ such that $G_{2}=H_{1} \vee H_{2}$ and $\alpha\left(H_{2}\right) \geqslant 2 \delta\left(G_{2}\right)-\delta(G)$. Hence, $G=$ $G_{1} \vee H_{1} \vee H_{2}$. Consider $G_{1} \vee H_{2}$ of order $n-\delta(G)+\delta\left(G_{2}\right)$. Since $\delta\left(G_{2}\right)=2 \delta(G)-n$, the order of $G_{1} \vee H_{2}$ is $\delta(G)$. Furthermore, $G_{1}$ is disconnected, so $\alpha\left(G_{1} \vee H_{2}\right)$ is either $\delta\left(G_{2}\right)$ or $\alpha\left(H_{2}\right)+n-\delta(G)$. Considering $\alpha\left(H_{2}\right) \geqslant 2 \delta\left(G_{2}\right)-\delta(G)$, it follows that $\alpha\left(H_{2}\right)+n-\delta(G) \geqslant \delta\left(G_{2}\right)$. So, $\alpha\left(G_{1} \vee H_{2}\right)=\delta\left(G_{2}\right)=2 \delta(G)-n$. Therefore $G$ can be expressed as a join of $H_{1}$ and $G_{1} \vee H_{2}$. Conversely, suppose that $G_{1}$ is a graph of order $n-k$ with an isolated vertex, where $1 \leqslant k \leqslant n-2$, and $G_{2}$ is a graph of order $k$ with $\alpha\left(G_{2}\right) \geqslant 2 k-n$. Since $\alpha\left(G_{2}\right)+n-k \geqslant k$, we have $\alpha\left(G_{1} \vee G_{2}\right)=k$. Let $v$ be an isolated vertex in $G_{1}$. Then $\operatorname{deg}_{G}(v)=k$. So, $\delta(G) \leqslant k=\alpha(G)$ implies $\delta(G)=\alpha(G)$.

Remark 2.5. If $G$ is a noncomplete connected graph on $n$ vertices, we have $\delta(G)<n-1$. So, $G_{1}$ in Lemma 2.4 is of order at least 2. However, $G_{2}$ can consist of a single vertex $v$. Then the vertex $v$ is a cut-vertex of $G$, and also a dominating vertex in $G$. Considering the fact that $\left|V\left(G_{1}\right)\right| \geqslant 2$ and $G=G_{1} \vee G_{2}$, there is no cut-vertex of $G$ in $G_{1}$. Moreover, if $G_{2}$ contains a cut-vertex of $G,\left|V\left(G_{2}\right)\right|=1$. Therefore, if $i(G)=1$, then $G$ has at most one cut-vertex.

Lemma 2.6. Let $G$ be a noncomplete, connected graph of order $n$. Suppose that $G$ can be expressed as a join of $G_{1}$ and $G_{2}$, where the graph $G_{1}$ on $n-\delta(G)$ vertices has an isolated vertex $v, G_{2}$ is a graph on $\delta(G)$ vertices, and $\alpha\left(G_{2}\right) \geqslant$ $2 \delta(G)-n$. Then $i(G)=1$.

Proof. There exists an eigenvector $\mathbf{x}$ corresponding to $\alpha(G)$, where entries corresponding to vertices in $G_{1}$ except for $v$ are all ones, the entry for $v$ is $-\left(\left|V\left(G_{1}\right)\right|-1\right)$ and zeros elsewhere. Therefore $i(G)=1$.

Corollary 2.6.1. Let $G$ be a noncomplete, connected graph. There exists a cutvertex $v$ and $i(G)=1$ if and only if $v$ is a dominating vertex that is adjacent to a pendent vertex, that is, $G=(G-v) \vee\{v\}$, where $G-v$ has an isolated vertex.

Proof. Suppose that $v$ is a cut-vertex in $G$ and that $i(G)=1$. By Remark 2.5, $G$ is expressed as $G_{1} \vee G_{2}$, where $G_{1}$ contains an isolated vertex $w$ and $G_{2}=\{v\}$. It is straightforward that $v$ is a dominating vertex and is adjacent to $w$, which is a pendent vertex.

Conversely, suppose that $v \in V(G)$ is a dominating vertex and is adjacent to a pendent vertex $w$. Let $G_{1}=G-v$ and $G_{2}=\{v\}$. Then $w$ is an isolated vertex in $G_{1}$ and $G=G_{1} \vee G_{2}$. By Lemma 2.6, we have the desired result.

Thus, the following theorem is obtained by Lemmas 2.2, 2.4 and 2.6.
Theorem 2.7. Let $G$ be a noncomplete, connected graph of order $n$. Then the following statements are equivalent:
(1) $i(G)=1$,
(2) $\alpha(G)=\delta(G)$,
(3) $G$ can be written as a join of $G_{1}$ and $G_{2}$, where the graph $G_{1}$ on $n-\delta(G)$ vertices has an isolated vertex, $G_{2}$ is a graph on $\delta(G)$ vertices, and $\alpha\left(G_{2}\right) \geqslant 2 \delta(G)-n$.

Proposition 2.8. Suppose that $G$ is a connected graph of order $n \geqslant 3$ and $i(G) \neq 1$. Then we can construct a graph $G^{\prime}$ such that $i\left(G^{\prime}\right)=1$ and $G$ is an induced subgraph of $G^{\prime}$ by adding at most two vertices and joining them to some vertices of $G$. In particular, we need only one vertex if $G$ is a join. Otherwise, we need two vertices.

Proof. Suppose that $G$ can be expressed as a join of two graphs, say $H_{1}$ of order $n_{1}$ and $H_{2}$ of order $n_{2}$, where $n_{1} \geqslant n_{2}$. Let $G^{\prime}$ be $\left(\{v\}+H_{1}\right) \vee H_{2}$ for a new vertex $v$. Then $\delta\left(G^{\prime}\right)=n_{2}$. Since $\alpha\left(G^{\prime}\right)=\min \left\{n_{2}, a\left(H_{2}\right)+n_{1}\right\}$, we have $\delta\left(G^{\prime}\right)=\alpha\left(G^{\prime}\right)$ and $i\left(G^{\prime}\right)=1$.

Assume that $G$ is not a join of some graphs. Let $H_{1}=\{v\}+G$ and $H_{2}=\{w\}$, where $v \neq w$. Consider $G^{\prime}=H_{1} \vee H_{2}$. Since $H_{1}$ contains an isolated vertex and $\alpha\left(H_{2}\right)=0 \geqslant 2 \delta\left(G^{\prime}\right)-n$, by Theorem $2.7, i\left(G^{\prime}\right)=1$. It remains to show that every graph $H$ obtained from a graph $G$ by adding just one new vertex $v$ and joining it to some vertices does not satisfy $i(H)=1$. Suppose to the contrary that there exists such a graph $H$ with $i(H)=1$. By Theorem 2.7 and Remark 2.5, $H$ is expressed as
a join of two graphs $G_{1}$ and $G_{2}$, where $G_{1}$ has an isolated vertex and $\left|V\left(G_{1}\right)\right| \geqslant 2$. Suppose that the new vertex $v$ is in $G_{1}$. Since $\left|V\left(G_{1}\right)\right| \geqslant 2$, a removal of $v$ in $H$ results in the graph $G$ that is a join of some graphs, a contradiction. Hence, $v \in V\left(G_{2}\right)$. Furthermore, $G_{2}=\{v\}$, for otherwise, $G$ would be written as a join of some graphs. Thus, $G=G_{1}$ and so $G$ is disconnected. This contradicts the hypothesis that $G$ is connected. Therefore, we need to add at least two vertices to have a connected graph $G^{\prime}$ with the desired properties.

## 3. Algebraic multiplicity of a graph with $i(G)=1$

Recall that $i(\mathbf{x})$ is defined as the minimum number of negative components in $\mathbf{x}$ or -x .

Example 3.1. Let $G_{1}=K_{2}+N_{1}$ and $G_{2}=N_{1} \vee N_{3}$. Since $G_{1}$ has an isolated vertex and $\alpha\left(G_{2}\right)=2 \delta\left(G_{1} \vee G_{2}\right)-7$, we have $i\left(G_{1} \vee G_{2}\right)=1$ by Theorem 2.7. Furthermore, $\alpha\left(G_{1} \vee G_{2}\right)=4$ and $\operatorname{am}\left(\alpha\left(G_{1} \vee G_{2}\right)\right)=3$. Labeling vertices in order of $V\left(G_{1}\right)$ and $V\left(G_{2}\right)$, there are three linearly independent Fiedler vectors corresponding to $\alpha\left(G_{1} \vee G_{2}\right)$ :

$$
\begin{gathered}
\mathbf{x}_{1}^{\top}=\left[\begin{array}{lllllll}
1 & 1 & -2 & 0 & 0 & 0 & 0
\end{array}\right] ; \quad \mathbf{x}_{2}^{\top}=\left[\begin{array}{lllllll}
0 & 0 & 0 & 0 & 1 & -1 & 0
\end{array}\right] ; \\
\mathbf{x}_{3}^{\top}=\left[\begin{array}{lllllll}
0 & 0 & 0 & 0 & 1 & 0 & -1
\end{array}\right] .
\end{gathered}
$$

Therefore $i\left(\mathbf{x}_{1}+\mathbf{x}_{2}\right)=2$ and $i\left(\mathbf{x}_{1}+\mathbf{x}_{2}+\mathbf{x}_{3}\right)=3$.
Let $G$ be a noncomplete graph of order $n$ with $i(G)=1$. So, $G$ can be written as $G=G_{1} \vee G_{2}$, where the graph $G_{1}$ on $n-\delta(G)$ vertices contains an isolated vertex, and $G_{2}$ is a graph on $\delta(G)$ vertices with $\alpha\left(G_{2}\right) \geqslant 2 \delta(G)-n$. We observe from Example 3.1 that if $\alpha\left(G_{2}\right)=2 \delta(G)-n$, then $\operatorname{am}\left(\alpha\left(G_{2}\right)\right)$ must be considered to compute $\operatorname{am}(\alpha(G))$. Let $\beta(H)$ denote the number of connected components in a graph $H$. Since the algebraic multiplicity of the eigenvalue 0 of $G_{1}$ is $\beta\left(G_{1}\right)$, by considering $G=G_{1} \vee G_{2}$, we have

$$
\operatorname{am}(\alpha(G))= \begin{cases}\beta\left(G_{1}\right)-1+a m\left(\alpha\left(G_{2}\right)\right) & \text { if } \alpha\left(G_{2}\right)=2 \delta(G)-n  \tag{3.1}\\ \beta\left(G_{1}\right)-1 & \text { if } \alpha\left(G_{2}\right)>2 \delta(G)-n\end{cases}
$$

Moreover, from Example 3.1 we see that for a noncomplete connected graph $G$ the condition that $i(G)=1$ and $a m(\alpha(G))>1$ does not guarantee that $i(\mathbf{x})=1$ for every Fiedler vector $\mathbf{x}$.

Proposition 3.2. Let $G$ be a noncomplete graph of order $n$ and $i(G)=1$. Suppose that $G \neq N_{3} \vee G^{\prime}$ for any graph $G^{\prime}$ with $\alpha\left(G^{\prime}\right)>2 \delta(G)-n$. Then $\operatorname{am}(\alpha(G))>1$ if and only if there exists a Fiedler vector $\mathbf{x}$ such that $i(\mathbf{x})>1$.

Proof. Suppose that $a m(\alpha(G))>1$. Since $i(G)=1$, there are graphs $G_{1}$ and $G_{2}$ such that $G=G_{1} \vee G_{2}$, where the graph $G_{1}$ on $n-\delta(G)$ vertices contains an isolated vertex and $G_{2}$ is a graph of order $\delta(G)$ with $\alpha\left(G_{2}\right) \geqslant 2 \delta(G)-n$. Assume that $\alpha\left(G_{2}\right)>2 \delta(G)-n$. From (3.1), we find that there are at least three connected components in $G_{1}$. Since $G_{1} \neq N_{3},\left|V\left(G_{1}\right)\right| \geqslant 4$. Choose two components $H_{1}$ and $H_{2}$ of $G_{1}$ such that $H_{1}$ and $H_{2}$ are the smallest and second smallest orders in $G_{1}$. Then $H_{1}=N_{1}$. Labeling vertices in order of $V\left(H_{1}\right), V\left(H_{2}\right), V\left(G_{1}\right) \backslash\left(V\left(H_{1}\right) \cup V\left(H_{2}\right)\right)$ and $V\left(G_{2}\right)$, there exists a Fiedler vector
$\mathbf{x}^{\top}=\left[-1-\frac{\Upsilon-1}{\left|V\left(H_{2}\right)\right|} \mathbf{1}_{\left|V\left(H_{2}\right)\right|}^{\top} \mathbf{1}_{\Upsilon}^{\top} \mathbf{0}_{\left|V\left(G_{2}\right)\right|}^{\top}\right], \quad$ where $\Upsilon=\left|V\left(G_{1}\right)\right|-\left|V\left(H_{1}\right)\right|-\left|V\left(H_{2}\right)\right|$.
Then $\mathbf{x}$ and $\mathbf{-} \mathbf{x}$ have $\left|V\left(H_{1}\right)\right|+\left|V\left(H_{2}\right)\right|$ and $\Upsilon$ negative components, respectively. It is clear that $\left|V\left(H_{1}\right)\right|+\left|V\left(H_{2}\right)\right| \geqslant 2$. Since $G_{1} \neq N_{3}$ and $H_{1}$ and $H_{2}$ are the components of the smallest and second smallest orders in $G_{1}$, we have $\Upsilon \geqslant 2$. Therefore $i(\mathbf{x}) \geqslant 2$.

Suppose that $\alpha\left(G_{2}\right)=2 \delta(G)-n$. Let $v$ be an isolated vertex in $G_{1}$. Then we have a Fiedler vector $\mathbf{x}_{1}=\left[\begin{array}{c}\mathbf{1}_{\left|V\left(G_{1}\right)\right|}-\left|V\left(G_{1}\right)\right| \mathbf{e}_{v} \\ \mathbf{0}_{\left|V\left(G_{2}\right)\right|}\end{array}\right]$, where $\left|V\left(G_{1}\right)\right| \geqslant 2$. Choose an eigenvector $\mathbf{y}$ corresponding to $\alpha\left(G_{2}\right)$ such that $\mathbf{y}^{\top} \mathbf{1}=0$ and $i(\mathbf{y})>0$. Since $\alpha\left(G_{2}\right)=2 \delta(G)-n, \mathbf{x}_{2}=\left[\begin{array}{c}\mathbf{0}_{\left|V\left(G_{1}\right)\right|} \\ \mathbf{y}\end{array}\right]$ is a Fiedler vector of $G$. Then $i\left(\mathbf{x}_{1}+\mathbf{x}_{2}\right)>1$.

Suppose that there is a Fiedler vector $\mathbf{x}$ such that $i(\mathbf{x})>1$. By hypothesis, there is a Fiedler vector $\mathbf{x}^{\prime}$ such that $i\left(\mathbf{x}^{\prime}\right)=1$. Evidently, $\mathbf{x}^{\prime}$ is not a scalar multiple of $\mathbf{x}$, so those two vectors are linearly independent. Hence, $\operatorname{am}(\alpha(G)) \geqslant 2$.

Proposition 3.2 establishes that the condition that $i(G)=1$ and $\operatorname{am}(\alpha(G))=1$ forces any Fiedler vector $\mathbf{x}$ to have $i(\mathbf{x})=1$. Moreover, the set of all graphs $G$ such that $\operatorname{am}(\alpha(G))>1$ and $i(\mathbf{x})=1$ for all Fiedler vectors $\mathbf{x}$ is

$$
\left\{N_{3} \vee G^{\prime}: G^{\prime} \text { is a graph with } \alpha\left(G^{\prime}\right)>2 \delta\left(N_{3} \vee G^{\prime}\right)-\left|V\left(N_{3} \vee G^{\prime}\right)\right|\right\}
$$

We will characterize graphs with $i(G)=1$ and $a m(\alpha(G))=1$ by studying the relation between $\operatorname{am}(\alpha(G))$ and the number of vertices of degree $\delta(G)$. Before presenting the characterization, lower bounds on $\operatorname{am}(\alpha(G))$ will be derived.

Lemma 3.3. Let $G$ be a noncomplete connected graph of order $n$. There are exactly $l$ vertices of degree $\delta(G)$ and $i(G)=1$ if and only if for some $k \geqslant 1$ there are graphs $G_{1}, \ldots, G_{k}$ satisfying the following conditions:
(1) $\left|V\left(G_{1}\right)\right|=\ldots=\left|V\left(G_{k}\right)\right|=n-\delta(G) \geqslant 2$;
(2) for $i=1, \ldots, k$ each $G_{i}$ contains $l_{i}(\geqslant 1)$ isolated vertices of degree $\delta(G)$ in $G$, and $l=\sum_{j=1}^{k} l_{j} ;$
(3) $G$ is described by one of two cases:
(3a) $G=\bigvee_{j=1}^{k} G_{j}$ or
(3b) $G=\left(\bigvee_{j=1}^{k} G_{j}\right) \vee G^{\prime}$, where $G^{\prime}$ is a graph on $k \delta(G)-(k-1) n$ vertices such that $\operatorname{deg}_{G}(v)>\delta(G)$ for all $v \in V\left(G^{\prime}\right)$ and $\alpha\left(G^{\prime}\right) \geqslant(k+1) \delta(G)-k n$.

Proof. We will use induction on $l$ to prove the necessity of conditions (1), (2) and (3) in order for $G$ to have exactly $l$ vertices of degree $\delta(G)$ and $i(G)=1$. The case $l=1$ follows immediately from Theorem 2.7. Let $l \geqslant 2$. Since $G$ is noncomplete and $i(G)=1, G$ can be written as a join of two graphs $\widehat{G}_{1}$ and $\widehat{G}_{2}$, where $\widehat{G}_{1}$ is a graph on $n-\delta(G)$ vertices with an isolated vertex and $\widehat{G}_{2}$ is a graph on $\delta(G)$ vertices with $\alpha\left(\widehat{G}_{2}\right) \geqslant 2 \delta(G)-n$. The order of $\widehat{G}_{1}$ is more than 1 by Remark 2.5. If $\widehat{G}_{1}$ contains $l$ isolated vertices, then $\operatorname{deg}_{G}(v)>\delta(G)$ for all $v \in V\left(\widehat{G}_{2}\right)$. By choosing $G_{1}=\widehat{G}_{1}$ and $G^{\prime}=\widehat{G}_{2}$, we have the desired result with $k=1$, which corresponds to case (3b). Assume that there are $l_{1}$ isolated vertices in $\widehat{G}_{1}$, where $l_{1}<l$. Then $\widehat{G}_{2}$ contains exactly $\hat{l}_{2}:=l-l_{1}$ vertices of degree $\delta(G)$ in $G$. Since $\delta(G)$ is the minimum degree in $G$, the $\hat{l}_{2}$ vertices are also of the minimum degree in $\widehat{G}_{2}$. We have $\delta\left(\widehat{G}_{2}\right)=2 \delta(G)-n$ from the fact that $G=\widehat{G}_{1} \vee \widehat{G}_{2}$. If $\widehat{G}_{2}$ is complete, then $\delta\left(\widehat{G}_{2}\right)=\delta(G)-1$ and so $\delta(G)=n-1$, which contradicts the fact that $G$ is noncomplete. Hence, $\widehat{G}_{2}$ is a noncomplete graph and $\delta\left(\widehat{G}_{2}\right) \geqslant \alpha\left(\widehat{G}_{2}\right)$. Since $\delta\left(\widehat{G}_{2}\right)=2 \delta(G)-n$ and $\alpha\left(\widehat{G}_{2}\right) \geqslant 2 \delta(G)-n$, we have

$$
\delta\left(\widehat{G}_{2}\right)=\alpha\left(\widehat{G}_{2}\right)=2 \delta(G)-n .
$$

Assume that $\widehat{G}_{2}$ is disconnected. Then $\alpha\left(\widehat{G}_{2}\right)=0$, which yields $\delta\left(\widehat{G}_{2}\right)=0$ and $\delta(G)=n / 2$. Since $\delta\left(\widehat{G}_{2}\right)=0$, the $\hat{l}_{2}$ vertices are the only isolated vertices in $\widehat{G}_{2}$. Moreover, we have $\left|V\left(\widehat{G}_{1}\right)\right|=\left|V\left(\widehat{G}_{2}\right)\right|$ since $\delta(G)=n / 2$. Setting up $l_{2}=\hat{l}_{2}, G_{1}=\widehat{G}_{1}$, $G_{2}=\widehat{G}_{2}$, we have the result with $k=2$, which corresponds to (3a).

Suppose now that $\widehat{G}_{2}$ is connected. Then $i\left(\widehat{G}_{2}\right)=1$ by Theorem 2.7. Since $\hat{l}_{2}<l$, by induction, there are graphs $G_{2}, \ldots, G_{k}$ for some $k \geqslant 2$ satisfying the conditions:
(i) $\left|V\left(G_{2}\right)\right|=\ldots=\left|V\left(G_{k}\right)\right|=\delta(G)-\delta\left(\widehat{G}_{2}\right)=n-\delta(G) \geqslant 2$;
(ii) for $i=2, \ldots, k$ each $G_{i}$ contains $l_{i}(\geqslant 1)$ isolated vertices of degree $\delta\left(\widehat{G}_{2}\right)$ in $\widehat{G}_{2}$ with $\hat{l}_{2}=\sum_{j=2}^{k} l_{j}$; and
(iii) $\widehat{G}_{2}$ is described by one of two cases:
(a) $\widehat{G}_{2}=\bigvee_{j=2}^{k} G_{j}$ or
(b) $\widehat{G}_{2}=\left(\bigvee_{j=2}^{k} G_{j}\right) \vee G^{\prime}$, where $G^{\prime}$ is a graph on $(k-1) \delta\left(\widehat{G}_{2}\right)-(k-2)\left|V\left(\widehat{G}_{2}\right)\right|$ vertices such that $\operatorname{deg}_{\widehat{G}_{2}}(v)>\delta\left(\widehat{G}_{2}\right)$ for all $v \in V\left(G^{\prime}\right)$ and $\alpha\left(G^{\prime}\right) \geqslant$ $k \delta\left(\widehat{G}_{2}\right)-(k-1)\left|V\left(\widehat{G}_{2}\right)\right|$.
Clearly, condition (1) is satisfied. Since the $\hat{l}_{2}$ vertices in $\widehat{G}_{2}$ have degree $\delta(G)$ in $G$, we have $l=l_{1}+\hat{l}_{2}=\sum_{j=1}^{k} l_{j}$. So, condition (2) is shown. Let $G_{1}=\widehat{G}_{1}$. If $\widehat{G}_{2}=\bigvee_{j=2}^{k} G_{j}$, we obtain case (3a). Suppose that $\widehat{G}_{2}=\left(\bigvee_{j=2}^{k} G_{j}\right) \vee G^{\prime}$. Considering the fact that $G=G_{1} \vee \widehat{G}_{2}, \delta\left(\widehat{G}_{2}\right)=2 \delta(G)-n$ and $\left|V\left(\widehat{G}_{2}\right)\right|=\delta(G)$, it is straightforward to check the remaining conditions in (3b). Therefore, our desired description of $G$ is obtained.

For the proof of the converse, suppose that there exists a graph $G$ with $G_{1}, \ldots, G_{k}$ for some $k \geqslant 1$ satisfying conditions (1) and (2) in the statement. For case (3a), $G$ contains $l$ vertices of degree $\delta(G)$ by condition (2). Consider case (3b). Since $\operatorname{deg}_{G}(v)>\delta(G)$ for all $v \in V\left(G^{\prime}\right), G$ contains exactly $l$ vertices of degree $\delta(G)$. It remains to show $i(G)=1$. Suppose that $G$ is as in case (3b). Note that $\alpha\left(G^{\prime}\right) \geqslant$ $(k+1) \delta(G)-k n$. So, $\alpha(G)$ can be obtained from the eigenvalue 0 in $G_{1}$ by computing the spectrum of the join, so $\alpha(G)=(k-1)(n-\delta(G))+\left|V\left(G^{\prime}\right)\right|=\delta(G)$. Therefore by Theorem $2.7, i(G)=1$. Similarly, for case (3a), it is straightforward to show that $\alpha(G)=\delta(G)$.

Remark 3.4. Continuing with the notation and terminology of Lemma 3.3, we have $\left|V\left(G^{\prime}\right)\right|=k \delta(G)-(k-1) n$ and $\left|V\left(G_{1}\right)\right|=n-\delta(G)$. So,

$$
\alpha\left(G^{\prime}\right) \geqslant(k+1) \delta(G)-k n=\left|V\left(G^{\prime}\right)\right|-\left|V\left(G_{1}\right)\right| .
$$

Furthermore, we observe that the complement $\bar{G}_{i}$ of each $G_{i}$ for $i=1, \ldots, k$ is connected, so $G_{i}$ cannot be expressed as a join of graphs. Thus, the decomposition of $G$ in terms of joins in Lemma 3.3 is unique (up to the ordering of the graphs). In particular, $k$ is uniquely determined.

Definition 3.5. Let $l \geqslant 1$. Graphs $H_{1}, \ldots, H_{l}$ are called elementary if
(1) $\left|V\left(H_{1}\right)\right|=\ldots=\left|V\left(H_{l}\right)\right| \geqslant 2$ and
(2) each $H_{i}$ for $i=1, \ldots, l$ contains at least one isolated vertex.

A graph $G$ is said to be an elementary $k$-join if $G$ can be written as $G=\bigvee_{j=1}^{k} G_{j}$ for some $k \geqslant 2$ such that $G_{1}, \ldots, G_{k}$ are elementary. The graphs $G_{1}, \ldots, G_{k}$ are called elementary graphs of $G$.

Definition 3.6. A graph $G$ on $n$ vertices is said to be a combined $k$-join if $G$ can be expressed as $G=\left(\bigvee_{j=1}^{k} G_{j}\right) \vee G^{\prime}$ for some $k \geqslant 1$ such that $G_{1}, \ldots, G_{k}$ are
elementary and $G^{\prime}$ is a graph on $k \delta(G)-(k-1) n$ vertices such that $\operatorname{deg}_{G}(v)>\delta(G)$ for all $v \in V\left(G^{\prime}\right)$ and $\alpha\left(G^{\prime}\right) \geqslant\left|V\left(G^{\prime}\right)\right|-\left|V\left(G_{1}\right)\right|$. The graphs $G_{1}, \ldots, G_{k}$ and the graph $G^{\prime}$ are called the elementary graphs and the combined graph of $G$, respectively.

Remark 3.7. If $G$ is an elementary $k$-join, then $k \geqslant 2$. Otherwise, $G$ would be disconnected. Considering Remark 3.4, an elementary $k$-join $G$ does not imply that $G$ is a combined $k$-join and vice versa.

Definition 3.8. A graph $G$ is called a $k$-join if $G$ is either an elementary $k$-join or a combined $k$-join.

Remark 3.9. A $k$-join is not a complete graph.
The following result is straightforward from Lemma 3.3.

Theorem 3.10. Let $G$ be a noncomplete connected graph. Then $i(G)=1$ if and only if $G$ is a $k$-join.

Example 3.11. Consider the Shrikhande graph $G^{\prime}$ with parameters $(16,6,2,2)$, which is a strongly regular graph, see [1]. By computation, $\alpha\left(G^{\prime}\right)=4$ and $a m\left(\alpha\left(G^{\prime}\right)\right)=6$. Let $G_{1}=K_{11}+\{v\}$. Then $i\left(G_{1} \vee G^{\prime}\right)=1$ and it has only one vertex with the minimum degree, but $\operatorname{am}\left(\alpha\left(G_{1} \vee G^{\prime}\right)\right)=7$. Moreover, $G_{1} \vee G^{\prime}$ is a combined 1-join.

Theorem 3.12. Suppose that $G$ is an elementary $k$-join and $G_{1}, \ldots, G_{k}$ are the elementary graphs of $G$. Then $\operatorname{am}(\alpha(G))=\sum_{i=1}^{k} \beta\left(G_{i}\right)-k$. Assume that $G$ is a combined $k$-join, and $G_{1}, \ldots, G_{k}$ and $G^{\prime}$ are the elementary graphs and the combined graph of $G$, respectively. Then

$$
\operatorname{am}(\alpha(G))= \begin{cases}\sum_{i=1}^{k} \beta\left(G_{i}\right)-k+\operatorname{am}\left(\alpha\left(G^{\prime}\right)\right) & \text { if } \alpha\left(G^{\prime}\right)=2 \delta(G)-n \\ \sum_{i=1}^{k} \beta\left(G_{i}\right)-k & \text { if } \alpha\left(G^{\prime}\right)>2 \delta(G)-n\end{cases}
$$

Proof. Considering the spectrum of a join of graphs, we immediately obtain the desired result.

Let $\mathcal{A}_{l}$ be the set of all noncomplete graphs $G$ with $l$ vertices of minimum degree $\delta(G)$ such that $i(G)=1$. For $G \in \mathcal{A}_{l}, G$ is a $k$-join for some $1 \leqslant k \leqslant l$. Note that if $k=1$, then $G$ is a combined 1-join. In order to attain the minimum of $\operatorname{am}(\alpha(G))$, where $G \in \mathcal{A}_{l}$ is a $k$-join, by Theorem 3.12 we only need to consider elementary $k$-joins and combined $k$-joins $G$, where the combined graph $G^{\prime}$ of $G$ satisfies
$\alpha\left(G^{\prime}\right)>2 \delta(G)-|V(G)|$. Let $\mathcal{A}_{l, k}$ denote the subset of $\mathcal{A}_{l}$ that consists of elementary $k$-joins and such combined $k$-joins. Define

$$
m_{l, k}:=\min \left\{a m(\alpha(G)): G \in \mathcal{A}_{l, k}\right\} .
$$

We will investigate $m_{l, k}$ and families of graphs attaining $m_{l, k}$. Then the greatest lower bound of $\left\{\operatorname{am}(\alpha(G)): G \in \mathcal{A}_{l}\right\}$ will be derived.

Let $G \in \mathcal{A}_{l, k}$, where $1 \leqslant k \leqslant l$. Let $G_{1}, \ldots, G_{k}$ be the elementary graphs of $G$. For $i=1, \ldots, k$, each $G_{i}$ contains at least one isolated vertex, say $v_{i}$, so $\beta\left(G_{i}\right)-1$ is the number of connected components in $G_{i}-v_{i}$. Since there are $l-k$ isolated vertices left in the disjoint union of $G_{1}-v_{1}, \ldots, G_{k}-v_{k}$ by Theorem 3.12, we have

$$
\operatorname{am}(\alpha(G))=l-k+p(G)
$$

where $p(G)$ is the number of components of order greater than 1 in the elementary graphs $G_{1}, \ldots, G_{k}$ of $G$. Define

$$
p_{l, k}:=\min \left\{p(G): G \in \mathcal{A}_{l, k}\right\} .
$$

Therefore we have

$$
m_{l, k}=l-k+p_{l, k} .
$$

Then $m_{l, k}$ can be completely determined by considering 3 cases for $1 \leqslant k \leqslant l$ : (i) $k \mid l$, where $l \geqslant 2$ and $1 \leqslant k<l$, (ii) $k=l$ or $k=l-1 \geqslant 2$, (iii) $k \nmid l$ and $2 \leqslant k \leqslant l-2$.

Lemma 3.13 (Case (i)). Let $G \in \mathcal{A}_{l, k}$, where $l \geqslant 2$ and $1 \leqslant k<l$. Suppose that $G_{1}, \ldots, G_{k}$ are the elementary graphs of $G$. Then $k \mid l$ if and only if $m_{l, k}=l-k$. In particular, $G_{i}=N_{a+1}$ for $i=1 \ldots, k$, where $a \geqslant 1$ and $l=(a+1) k$.

Proof. Note that $k \mid l$ if and only if $k \mid l-k$. Assume that $l-k=a k$ for some $a \geqslant 1$. By choosing $G_{i}=N_{a+1}$ for $i=1 \ldots, k$, we have $p(G)=0$. Hence, $p_{l, k}=0$ and $m_{l, k}=l-k$. Conversely, if $m_{l, k}=l-k$, then $p_{l, k}=0$ and so each $G_{i}$ must consist of isolated vertices. Since $\left|V\left(G_{1}\right)\right|=\ldots=\left|V\left(G_{k}\right)\right| \geqslant 2$, it follows that there is $a \geqslant 1$ such that $l-k=a k$. Furthermore, $G_{i}=N_{a+1}$ for $i=1, \ldots, k$.

We shall consider an example to see that $p(G)$ depends on how $G_{1}, \ldots, G_{k}$ consist of isolated vertices.

Example 3.14. Let $G \in \mathcal{A}_{12,5}$ and let $G_{1}, \ldots, G_{5}$ be the elementary graphs of $G$. Note that for $i=1, \ldots, 5, G_{i}$ has at least one isolated vertex. Consider the following configurations of three distributions of 12 isolated vertices in $G_{1}, \ldots, G_{5}$ :


Case 1


Case 2


Case 3

For each case, ○ indicates an isolated vertex, and the $j$ th column describes how many isolated vertices $G_{j}$ has. Note that for each case there are no more isolated vertices in $G_{j} ; G_{j}$ may have disconnected components of order greater than 1 under the condition that $\left|V\left(G_{1}\right)\right|=\ldots=\left|V\left(G_{5}\right)\right| \geqslant 2$.

Consider Case 1. If $\left|V\left(G_{i}\right)\right|=3$ for $i=1, \ldots, 5$, then $G_{3}, G_{4}$ and $G_{5}$ must have three isolated vertices, a contradiction to $l=12$. In order for $G$ to satisfy the condition that it only has 12 isolated vertices and $\left|V\left(G_{1}\right)\right|=\ldots=\left|V\left(G_{5}\right)\right| \geqslant 2$, at least one component of order greater than 1 must be added to each $G_{j}$. Thus, $p(G) \geqslant 5$ for Case 1 .

Using the same argument for Case 2, it follows that we also need at least five components of order greater than 1 . Hence, $p(G) \geqslant 5$ for Case 2.

For Case 3, we minimally need three components: $K_{2}, K_{3}$ and $K_{3}$ in $G_{3}, G_{4}$ and $G_{5}$, respectively. Thus, $\left|V\left(G_{1}\right)\right|=\ldots=\left|V\left(G_{5}\right)\right| \geqslant 4$ and $p(G) \geqslant 3$.

Let $G \in \mathcal{A}_{l, k}$, where $l-k \geqslant 1$. Suppose that $G_{1}, \ldots, G_{k}$ are the elementary graphs of $G$, and $v_{i}$ is an isolated vertex in $G_{i}$ for $i=1, \ldots, k$. Let $c_{i}(G) \geqslant 0$ be the number of isolated vertices in $G_{i}-v_{i}$, so $l-k=\sum_{i=1}^{k} c_{i}(G)$. Suppose that $c_{\max }(G):=$ $\max \left\{c_{1}(G), \ldots, c_{k}(G)\right\}$ and $q(G):=\mid\left\{i: c_{i}(G)=c_{\max }(G)\right.$ for $\left.1 \leqslant i \leqslant k\right\} \mid$. Since $l-k \geqslant 1$, we have $c_{\max }(G), q(G) \geqslant 1$. If $G$ is clear from the context, then $c_{i}(G)$ and $c_{\max }(G)$ can be written as $c_{i}$ and $c_{\max }$, respectively. Assume that there is a $G_{j}-v_{j}$ such that $c_{\max }-c_{j}=1$. Since $|V(G)|=\ldots=\left|V\left(G_{k}\right)\right|$ and there are only $l-k$ isolated vertices in the disjoint union of $G_{1}-v_{i}, \ldots, G_{k}-v_{k}$, there must be at least one component of order greater than 1 in each $G_{i}$. Thus, $p(G) \geqslant k$. Furthermore, choosing $G_{j}=N_{c_{j}+1}+K_{s-c_{j}-1}$ for $j=1, \ldots, k$, where $s \geqslant c_{\max }+3$, we have $\left|V\left(G_{1}\right)\right|=\ldots=\left|V\left(G_{k}\right)\right|=s$ and so $p(G)=k$. On the other hand, suppose that $c_{\text {max }}-c_{j} \neq 1$ for all $1 \leqslant j \leqslant k$. Choosing

$$
G_{j}= \begin{cases}N_{c_{j}+1}+K_{c_{\max }-c_{j}} & \text { if } c_{\max }-c_{j} \geqslant 2, \\ N_{c_{\max }+1} & \text { if } c_{j}=c_{\max }\end{cases}
$$

for $1 \leqslant j \leqslant k$, we obtain $\left|V\left(G_{1}\right)\right|=\ldots=\left|V\left(G_{k}\right)\right| \geqslant 2$ and so $p(G)=k-q(G)$, where $q(G) \geqslant 1$.

Let $\mathcal{G}_{l, k}$ be the set of graphs $G \in \mathcal{A}_{l, k}$ such that for the elementary graphs $G_{1}, \ldots, G_{k}, c_{\max }-c_{j} \neq 1$ for all $1 \leqslant j \leqslant k$, where $l-k \geqslant 1$. Then we immediately have the following proposition.

Proposition 3.15. Suppose that $G \in \mathcal{A}_{l, k}$, where $l-k \geqslant 1$. If $G \in \mathcal{G}_{l, k}$, then $p(G) \geqslant k-q(G)$, where $q(G) \geqslant 1$, and there exists a graph $H \in \mathcal{G}_{l, k}$ such that $p(H)=k-q(G)$, where $q(G) \geqslant 1$. If $G \notin \mathcal{G}_{l, k}$, then $p(G) \geqslant k$ and there exists a graph $H \in \mathcal{A}_{l, k}$ such that $p(H)=k$.

Proposition 3.15 implies that if $\mathcal{G}_{l, k}$ is nonempty, then $p_{l, k}<k$. Otherwise, $p_{l, k}=k$, and so $m_{l, k}=l$.

Lemma 3.16 (Case (ii)). Let $G \in \mathcal{A}_{l, k}$. If $k=l$ or $k=l-1 \geqslant 2$, then $m_{l, k}=l$.
Proof. Let $G_{1}, \ldots, G_{k}$ be the elementary graphs of $G$. Suppose that $k=l$. Note that $\left|V\left(G_{i}\right)\right| \geqslant 2$ for $i=1, \ldots, k$. Since each $G_{i}$ for $i=1, \ldots, k$ has exactly one isolated vertex, every $G_{i}$ must have at least one component of order greater than 1. Thus, $p_{l, l}=k$, and so $m_{l l}=l$. If $k=l-1 \geqslant 2$, there exists a graph $G_{j}$ for some $1 \leqslant j \leqslant k$ such that $c_{\max }-c_{j}=1$. So $\mathcal{G}_{l, k}$ is the empty set, which implies that $m_{l, l-1}=l$.

Example 3.17. Let $G \in \mathcal{A}_{16,5}$ and let $G_{1}, \ldots, G_{5}$ be the elementary graphs of $G$. Note that each $G_{i}$ for $i=1, \ldots, 5$ has at least one isolated vertex. See the following configurations of two distributions of the 16 vertices into $G_{1}, \ldots, G_{5}$ :


Case 1


Case 2


For each case, $\circ$ indicates an isolated vertex and the $j$ th column describes how many isolated vertices $G_{j}$ has. For Case $1, G \in \mathcal{G}_{16,5}$ and by Proposition 3.15, we may have $p(G)=3$. Suppose that $G$ corresponds to the configuration of Case 2 . Since $c_{\max }-c_{4}=1, G \notin \mathcal{G}_{l, k}$ and so $p(G) \geqslant 5$. If $G$ corresponds to Case 3 , then $c_{\text {max }}-c_{j} \neq 1$ for all $1 \leqslant j \leqslant 5$, so we can obtain $p(G)=2$ by placing $K_{2}$ in $G_{4}$ and $G_{5}$. Furthermore, there is no graph in $G \in \mathcal{G}_{16,5}$ such that $c_{\max }=2$, by the pigeonhole principle. Therefore $p_{16,5}=2$ and so $m_{16,5}=13$.

Let $H \in \mathcal{A}_{15,4}$ and let $H_{1}, \ldots, H_{4}$ be the elementary graphs of $H$. Consider the following configurations of two distributions of the 15 vertices into $H_{1}, \ldots, H_{4}$ :

$$
\begin{gathered}
\begin{array}{c|c|c|c}
\circ & 0 & 0 & \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
H_{1} & H_{2} & H_{3} & H_{4}
\end{array}
\end{gathered}
$$

Case 4


Case 5

For Case $4, H \notin \mathcal{G}_{15,4}$, so $p(H) \geqslant 4$. For Case 5 we have $p(H) \geqslant 2$. One can check that $m_{15,4}=13$.

Observe from Cases 1, 2 and 3 in Example 3.17 that $c_{\text {max }}(G)$ should be minimized in order to maximize $q(G)$ so that $p_{l, k}$ can be attained. So, we shall consider graphs $G \in \mathcal{A}_{l, k}$ such that $0 \leqslant l-k-c_{\max }(G) q(G) \leqslant c_{\max }(G)-1$, and then investigate the minimum of $c_{\max }(G)$ among the graphs $G$. However, Cases 4 and 5 in Example 3.17 show that the minimum of $c_{\max }(G)$ being attained at $\widehat{G}$ does not guarantee attaining $p_{l, k}$ if $l-k=c_{\max }(\widehat{G}) q(\widehat{G})-1$.

Lemma 3.18 (Case (iii)). Let $G \in \mathcal{A}_{l, k}$, where $k \nmid l$ and $2 \leqslant k \leqslant l-2$. Let $\tilde{c}=\max \left\{\left\lceil\frac{l-k}{k}\right\rceil, 2\right\}$. Then

$$
m_{l, k}= \begin{cases}l-\left\lfloor\frac{l-k}{3}\right\rfloor & \text { if } l-k \text { is odd, and }\left\lfloor\frac{l-k}{2}\right\rfloor \leqslant k-1, \\ l-\left\lfloor\frac{k(l-k)}{l+1}\right\rfloor & \text { if } k \mid(l+1), \text { and } l+1 \geqslant 4 k \\ l-\left\lfloor\frac{l-k}{\tilde{c}}\right\rfloor & \text { otherwise. }\end{cases}
$$

Proof. Let us consider a graph $G \in \mathcal{A}_{l, k}$. Then there exist the elementary graphs $G_{1}, \ldots, G_{k}$ of $G$. Suppose that $0 \leqslant l-k-c_{\max }(G) q(G) \leqslant c_{\max }(G)-1$, where $k \nmid l$ and $2 \leqslant k \leqslant l-2$. We may assume that $c_{1}=\ldots=c_{q(G)}=c_{\max }(G)$ and $c_{q(G)+1}=r(G)$, where $r(G)=l-k-c_{\max }(G) q(G)$. Note that if $0 \leqslant r(G) \leqslant$ $c_{\text {max }}(G)-2$, then $G \in \mathcal{G}_{l, k}$.

Let $c_{0}=\min \left\{c \geqslant 2:\left\lfloor\frac{l-k}{c}\right\rfloor \leqslant k-1\right\}$ and $r_{0}=l-k-c_{0}\left\lfloor\frac{l-k}{c_{0}}\right\rfloor$. We shall consider 3 cases:
(a) $c_{0}=2$ and $r_{0}=1$,
(b) $\left\lfloor\frac{l-k}{c_{0}}\right\rfloor=k-1$ and $r_{0}=c_{0}-1$, where $c_{0} \geqslant 3$,
(c) neither (a) nor (b) holds.
$\triangleright$ Case (a): If $c_{\max }(G)=2$ and $r(G)=1$, then $c_{\max }(G)-c_{q(G)+1}=1$, so $p(G) \geqslant k$. Suppose that $c_{\text {max }}(G)=3$. Since $c_{0}=2$ and $r_{0}=1,\left\lfloor\frac{l-k}{2}\right\rfloor \leqslant k-1$ implies that $\left\lfloor\frac{l-k}{3}\right\rfloor \leqslant k-2$. If $r(G)=0$ or $r(G)=1$, then $G \in \mathcal{G}_{l, k}$ and by Proposition 3.15, $p_{l, k}=k-\left\lfloor\frac{l-k}{3}\right\rfloor$. Assume that $r(G)=2$. Since $\left\lfloor\frac{l-k}{3}\right\rfloor \leqslant k-2$, there exists a graph
$\widehat{G} \in \mathcal{G}_{l, k}$ such that $c_{1}(\widehat{G})=\ldots=c_{q(G)}(\widehat{G})=3$ and $c_{k-1}(\widehat{G})=c_{k}(\widehat{G})=1$. By Proposition 3.15, we find that $m_{l, k}=l-\left\lfloor\frac{l-k}{3}\right\rfloor$. Furthermore, considering $c_{0}=2$, the condition $r_{0}=1$ is equivalent to $l-k$ being odd.
$\triangleright$ Case (b): If $c_{\text {max }}(G)=c_{0} \geqslant 3, q(G)=k-1$ and $r(G)=c_{0}-1$, then $c_{\max }-c_{k}=1$ so $G \notin \mathcal{G}_{l, k}$. Note that $l-k=c_{0}(k-1)+c_{0}-1$ can be expressed as $c_{0}=\frac{l+1}{k}-1 \geqslant 3$, i.e., $l+1$ is divisible by $k$ and $l+1 \geqslant 4 k$. Suppose that $c_{\max }(G)=c_{0}+1$. We have $q(G)=\left\lfloor\frac{l-k}{c_{0}+1}\right\rfloor=\left\lfloor\frac{k(l-k)}{l+1}\right\rfloor$. Since $\left\lfloor\frac{l-k}{c_{0}}\right\rfloor=k-1$, we have $q(G) \leqslant k-2$. If $r(G)=0$, there exists $\widehat{G} \in \mathcal{G}_{l, k}$ such that $c_{1}(\widehat{G})=\ldots=c_{q(G)}(\widehat{G})=c_{0}+1$. If $r(G) \geqslant 1$, choose a graph $\widehat{G} \in \mathcal{G}_{l, k}$ such that $c_{1}(\widehat{G})=\ldots=c_{q(G)}(\widehat{G})=c_{0}+1$, $c_{k-1}(\widehat{G})=r(G)-1$ and $c_{k}(\widehat{G})=1$. Hence, by Proposition 3.15, $m_{l, k}=l-\left\lfloor\frac{k(l-k)}{l+1}\right\rfloor$.
$\triangleright$ Case (c): Considering cases (a) and (b), if $c_{0}=2$, then $r_{0}=0$; if $r_{0}=c_{0}-1$, then $\left\lfloor\frac{l-k}{c_{0}}\right\rfloor \leqslant k-2$. Let $c_{\text {max }}(G)=c_{0}$ and $q(G)=\left\lfloor\frac{l-k}{c_{0}}\right\rfloor$. It is readily checked that for $c_{0}=2$ we can obtain our desired result. If $r(G)=c_{0}-1 \geqslant 2$, then $q(G) \leqslant k-2$. Then there exists a graph $\widehat{G} \in \mathcal{G}_{l, k}$ such that $c_{1}(\widehat{G})=\ldots=c_{q(G)}(\widehat{G})=c_{0}$, $c_{k-1}(\widehat{G})=r(G)-1$ and $c_{k}(\widehat{G})=1$. If $r(G)<c_{0}-1$, it is straightforward that $G \in \mathcal{G}_{l, k}$. Therefore $m_{l, k}=l-\left\lfloor\frac{l-k}{c_{0}}\right\rfloor$. Consider $c_{0}=\min \left\{c \geqslant 2:\left\lfloor\frac{l-k}{c}\right\rfloor \leqslant k-1\right\}$. Since $\left\lfloor\frac{l-k}{c}\right\rfloor \leqslant k-1 \Leftrightarrow \frac{l-k}{c}<k \Leftrightarrow \frac{l-k}{k}<c$, we have $c_{0}=\max \left\{\left\lceil\frac{l-k}{k}\right\rceil, 2\right\}$.

Summarizing Lemmas 3.13, 3.16 and 3.18, we have the following theorem.

Theorem 3.19. Let $G \in \mathcal{A}_{l, k}$, where $1 \leqslant k \leqslant l$. Then

$$
m_{l, k}= \begin{cases}l & \text { if } k=l-1 \geqslant 2 \text { or } k=l,  \tag{3.2}\\ l-k & \text { if } k \mid l \text { and } 1 \leqslant k<l, \\ l-\left\lfloor\frac{k(l-k)}{l+1}\right\rfloor & \text { if } k \mid(l+1), l+1 \geqslant 4 k, 2 \leqslant k \leqslant l-2, \\ l-\left\lfloor\frac{l-k}{3}\right\rfloor & \text { if } k \nmid l, 2 \nmid(l-k),\left\lfloor\frac{l-k}{2}\right\rfloor \leqslant k-1 \leqslant l-3, \\ l-\left\lfloor\frac{l-k}{\tilde{c}}\right\rfloor & \text { otherwise, }\end{cases}
$$

where $\tilde{c}=\max \left\{\left\lceil\frac{l-k}{k}\right\rceil, 2\right\}$.
Corollary 3.19.1. Let $G$ be a noncomplete connected graph of order $n$ with $i(G)=1$ and $l \geqslant 1$ vertices of $\delta(G)$. Then

$$
a m(\alpha(G)) \geqslant \begin{cases}\frac{l}{2}, & l \text { is even } \\ l-\left\lfloor\frac{l}{3}\right\rfloor, & l \text { is odd }\end{cases}
$$

with equality for even $l$ if and only if $G=\bigvee_{i=1}^{l / 2} N_{2}(l \geqslant 4)$ or $G=\left(\bigvee_{i=1}^{l / 2} N_{2}\right) \vee K_{n-l}$. In
particular, $G=N_{2} \vee K_{n-2}$ for $l=2$. particular, $G=N_{2} \vee K_{n-2}$ for $l=2$.

Proof. Let $m_{l}:=\min \left\{a m(\alpha(G)): G \in \mathcal{A}_{l}\right\}$. We only need to find $m_{l}$ for even $l$ and odd $l$ to complete the proof. Continuing the notation of Theorem 3.19, for case $(3.2)_{3}$ there exists $a \geqslant 4$ such that $l+1=a k$. So, $l-\left\lfloor\frac{k(l-k)}{l+1}\right\rfloor$ can be recast as $l-\left\lfloor\frac{(l-k)}{a}\right\rfloor \geqslant l-\left\lfloor\frac{(l-k)}{3}\right\rfloor$, i.e., $\left\lfloor\frac{(l-k)}{a}\right\rfloor \leqslant\left\lfloor\frac{(l-k)}{3}\right\rfloor$.

Suppose that $l$ is even. Then $\left.\frac{1}{2} l \right\rvert\, l$. From $(3.2)_{2}$ we have $m_{l, l / 2}=l-\frac{1}{2} l$ with $k=\frac{1}{2} l$. Note that $\tilde{c} \geqslant 2$. So, we have $\left\lfloor\frac{l-k}{3}\right\rfloor<\frac{1}{2} l$ and $\left\lfloor\frac{l-k}{\tilde{c}\rfloor}\right\rfloor \frac{1}{2} l$ for $1 \leqslant k \leqslant l$. Hence, $m_{l}=l-\frac{1}{2} l$, which is only attained from (3.2). Furthermore, we find from Lemma 3.13 that $a m(\alpha(G))=1 / 2 l$ for $G \in \mathcal{A}_{l}$ if and only if $G=\vee_{i=1}^{l / 2} N_{2}(l \geqslant 4)$ or $G=\left(\vee_{i=1}^{l / 2} N_{2}\right) \vee G^{\prime}$, where $\alpha\left(G^{\prime}\right)>\left|V\left(G^{\prime}\right)\right|-2$. It follows from $\delta\left(G^{\prime}\right) \leqslant\left|V\left(G^{\prime}\right)\right|-1$ that $G^{\prime}$ is the complete graph.

It is straightforward that $m_{1}=1$. Assume that $l$ is odd and $3 \mid l$. Applying (3.2) ${ }_{2}$, $m_{l, l / 3}=l-\frac{1}{3} l$. Suppose that for $(3.2)_{5}$ there are $\tilde{c} \geqslant 2$ and $k_{0} \geqslant 1$ such that $l \neq 3 k_{0}$ and $\left\lfloor\frac{l-k_{0}}{\tilde{c}}\right\rfloor \geqslant \frac{1}{3} l$. Since $k_{0} \geqslant 1$, we must have $\tilde{c}=2$. This implies that $l>3 k_{0}$. So, $\left\lceil\frac{l-k_{0}}{k_{0}}\right\rceil>2$, which is a contradiction to $\tilde{c}=\max \left\{\left\lceil\frac{l-k_{0}}{k_{0}}\right\rceil, 2\right\}=2$. Hence, $\left\lfloor\frac{l-k}{\tilde{c}}\right\rfloor<\frac{1}{3} l$. Furthermore, since $\left\lfloor\frac{l-k}{3}\right\rfloor<\frac{1}{3} l$ for $1 \leqslant k \leqslant l$, we have $m_{l}=l-\frac{1}{3} l$.

Suppose that $l$ is odd and $l=3 b+1$ for some $b \geqslant 2$. In order to consider the minimum in the case $(3.2)_{5}$, we choose $k=b+1$ so that $l-k=2 b$. Then, it follows from $\left\lfloor\frac{l-k}{2}\right\rfloor=b$ that $m_{l, b+1}=l-\left\lfloor\frac{l}{3}\right\rfloor$. If $k$ is as in the case of $(3.2)_{2}$, then $k(\neq l)$ is a divisor of $l$. Then $k=1$ or $k \geqslant 5$. Note that $l$ is odd and $l \geqslant 7$. It follows that $k<\left\lfloor\frac{l}{3}\right\rfloor$ for all divisors $k(\neq l)$ of $l$. Moreover, since we have $\left\lfloor\frac{l-k}{3}\right\rfloor<\left\lfloor\frac{l}{3}\right\rfloor$ for $k \geqslant 2$, $m_{l, b+1}<m_{l, k}$ for any $k$ corresponding to $(3.2)_{3}$ or $(3.2)_{4}$. Therefore $m_{l}=l-\left\lfloor\frac{l}{3}\right\rfloor$.

Similarly, assume that $l$ is odd and $l=3 d+2$ for some $d \geqslant 1$. In order to consider the minimum in the case $(3.2)_{5}$, we choose $k=d+2$. Then, it follows from $l-k=2 d$ that $m_{l, d+2}=l-\left\lfloor\frac{l}{3}\right\rfloor$. Note that $l \geqslant 5$. For $(3.2)_{2}$, let $k(\neq l)$ be a divisor of $l$. Then $k \leqslant\left\lfloor\frac{l}{3}\right\rfloor$ with equality if and only if $k=1$ and $l=5$. Furthermore, $\left\lfloor\frac{l-k}{3}\right\rfloor \leqslant\left\lfloor\frac{l}{3}\right\rfloor$ for $k \geqslant 2$ with equality if and only if $k=2$. In particular, one can verify that if $k=2$, then $k$ falls under $(3.2)_{3}$, and $\left\lfloor\frac{k(l-k)}{l+1}\right\rfloor=\left\lfloor\frac{l}{3}\right\rfloor$ if and only if $l=5$. Hence, $m_{l, d+2} \leqslant m_{l, k}$ for any $k$ corresponding to $(3.2)_{3}$ or $(3.2)_{4}$ with equality if and only if $k=2$ and $l=5$.

Remark 3.20. Continuing the notation of Corollary 3.19.1, graphs attaining the equality for odd $l$ can be classified by the proof in Corollary 3.19.1. Suppose that $3 \mid l$. By Lemma 3.13, $G=\bigvee_{i=1}^{l / 3} N_{3}$ for $l \geqslant 6$ or $G=\left(\bigvee_{i=1}^{l / 3} N_{3}\right) \vee G^{\prime}$, where $\alpha\left(G^{\prime}\right)>\left|V\left(G^{\prime}\right)\right|-3$. Assume that $l$ is odd and $l=3 b+1$ for some $b \geqslant 2$. Since $l \geqslant 7$, the equality is only attained in case (3.2) . Hence, $G=\left(\bigvee_{i=1}^{b} N_{3}\right) \vee\left(N_{1}+K_{2}\right)$ or
$G=\left(\bigvee_{i=1}^{b} N_{3}\right) \vee\left(N_{1}+K_{2}\right) \vee G^{\prime}$, where $\alpha\left(G^{\prime}\right)>\left|V\left(G^{\prime}\right)\right|-3$. Suppose that $l=3 d+2$ for some $d \geqslant 1$. For $l=5$, we have the following cases: for $k=1, G=N_{5} \vee G^{\prime}$, where $\alpha\left(G^{\prime}\right)>\left|V\left(G^{\prime}\right)\right|-5$; for $k=2, G=N_{4} \vee\left(N_{1}+K_{3}\right), G=N_{4} \vee\left(N_{1}+\left(N_{1} \vee K_{2}\right)\right)$, $G=N_{4} \vee\left(N_{1}+K_{3}\right) \vee G^{\prime}$ or $G=N_{4} \vee\left(N_{1}+\left(N_{1} \vee K_{2}\right)\right) \vee G^{\prime}$, where $\alpha\left(G^{\prime}\right)>\left|V\left(G^{\prime}\right)\right|-4$; for $k=3, G=N_{3} \vee\left(N_{1}+K_{2}\right) \vee\left(N_{1}+K_{2}\right)$ or $G=N_{3} \vee\left(N_{1}+K_{2}\right) \vee\left(N_{1}+K_{2}\right) \vee G^{\prime}$, where $\alpha\left(G^{\prime}\right)>\left|V\left(G^{\prime}\right)\right|-3$. For $l \geqslant 11$ it can be checked that $m_{l}$ is only attained by $G=\left(\bigvee_{i=1}^{d} N_{3}\right) \vee\left(N_{1}+K_{2}\right) \vee\left(N_{1}+K_{2}\right)$ or $G=\left(\bigvee_{i=1}^{d} N_{3}\right) \vee\left(N_{1}+K_{2}\right) \vee\left(N_{1}+K_{2}\right) \vee G^{\prime}$, where $\alpha\left(G^{\prime}\right)>\left|V\left(G^{\prime}\right)\right|-3$.

The following theorem is our main result in this section for classifying graphs $G$ with $i(G)=1$ and $\operatorname{am}(\alpha(G))=1$.

Theorem 3.21. Let $G$ be a noncomplete connected graph of order $n$. Then $i(G)=1$ and $\operatorname{am}(\alpha(G))=1$ if and only if either $G=N_{2} \vee K_{n-2}$ or $G=G_{1} \vee G^{\prime}$, where $G_{1}$ is a graph of order $n-\delta(G)$ with exactly one isolated vertex, and $G^{\prime}$ is a graph on $\delta(G)$ vertices with $\alpha\left(G^{\prime}\right)>2 \delta(G)-n$ and $\delta\left(G^{\prime}\right)>2 \delta(G)-n$.

Proof. Suppose that $i(G)=1$ and $a m(\alpha(G))=1$. Let $l$ be the number of vertices of the minimum degree in $G$. By Corollary 3.19.1, $l=1$ or $l=2$. For $l=1$, since $G$ is connected, $G$ is a 1-join with $G^{\prime}$. Since $\operatorname{deg}_{G}(v)>\delta(G)$ for all $v \in V\left(G^{\prime}\right)$, we have $\delta\left(G^{\prime}\right)>2 \delta(G)-n$. The hypothesis that $\operatorname{am}(\alpha(G))=1$ implies that $\alpha\left(G^{\prime}\right)>2 \delta(G)-n$. For $l=2$, the conclusion is clear from Corollary 3.19.1.

It is straightforward to prove the converse.
Example 3.22. Suppose that $G_{1}=K_{n_{1}}+N_{1}$ and $G^{\prime}=K_{n_{2}}$, where $n_{1}, n_{2}>0$. Consider $G=G_{1} \vee G^{\prime}$. Then $\alpha\left(G^{\prime}\right)=n_{2}, \delta\left(G^{\prime}\right)=n_{2}-1$ and $2 \delta(G)-|V(G)|=$ $n_{2}-n_{1}-1$. By Theorem 3.21, we have $i(G)=1$ and $\operatorname{am}(\alpha(G))=1$.

Now, we shall introduce a result without proof, as well as some notation in [10], to find pathological graphs with respect to applying spectral bisection for the graph partitioning problem. Let $G$ be a connected graph of order $n$, and let $X$ be the eigenspace corresponding to $\alpha(G)$, and denote

$$
\begin{aligned}
i_{+}(\mathbf{x}) & :=\left\{j: 1 \leqslant j \leqslant n, x_{j}>0\right\}, \quad i_{-}(\mathbf{x}):=\left\{j: 1 \leqslant j \leqslant n, x_{j}<0\right\}, \\
i_{0}(\mathbf{x}) & :=\left\{j: 1 \leqslant j \leqslant n, x_{j}=0\right\}, \quad i_{0}(X):=\bigcap_{\mathbf{x} \in X} i_{0}(\mathbf{x}) .
\end{aligned}
$$

Theorem 3.23 ([10]). Let $G$ be a connected graph. Then there exists a Fiedler vector $\mathbf{x}$ such that the subgraphs of $G$ induced by $i_{+}(\mathbf{x}) \cup i_{0}(\mathbf{x})$ and $i_{-}(\mathbf{x})$ are connected.

Proposition 3.24. Let $G$ be a connected graph of order $n$, and $X$ be the eigenspace corresponding to $\alpha(G)$. Suppose that there exists an induced subgraph $G_{2}$ of $G$ such that $G=G_{1} \vee G_{2}$ and $\alpha\left(G_{2}\right)>\alpha(G)-\left|V\left(G_{1}\right)\right|$. Then $V\left(G_{2}\right) \subseteq i_{0}(X)$.

Proof. Considering eigenvectors of the join of graphs and the condition that $\alpha\left(G_{2}\right)>\alpha(G)-\left|V\left(G_{1}\right)\right|$, it implies that for any Fiedler vector, vertices of $V\left(G_{2}\right)$ are valuated by 0 . Hence, $V\left(G_{2}\right) \subseteq i_{0}(X)$.

Example 3.25. The converse of Proposition 3.24 does not hold for the following graph $G$ :


Let $X$ be the eigenspace corresponding to $\alpha(G)$. It follows from computations that $\lambda_{1}(G)<|V(G)|=8, a m(\alpha(G))=1$ and $i_{0}(X)=\left\{v_{5}, v_{6}, v_{7}, v_{8}\right\}$. Since $\lambda_{1}(G)<8$, $G$ cannot be expressed as a join.

Theorem 3.23 provides the existence of a Fiedler vector preserving connectedness of the two subgraphs for any connected graph. However, this does not guarantee that such a Fiedler vector gives a partition into two subgraphs such that they are similar in size. Next, we will show a family of graphs such that sign patterns of all Fiedler vectors are extremely unbalanced. In Theorem 3.23, we may slightly change the condition for the result as follows: the subgraphs of $G$ induced by $i_{-}(\mathbf{x}) \cup i_{0}(\mathbf{x})$ and $i_{+}(\mathbf{x})$ are connected.

Example 3.26. Suppose that $G$ is a noncomplete connected graph of order $n$ with $i(G)=1$ and $\operatorname{am}(\alpha(G))=1$. Then, by Theorem 3.21, either $G=N_{2} \vee K_{n-2}$ or $G=G_{1} \vee G^{\prime}$, where $G_{1}$ is a graph of order $n-\delta(G)$ with exactly one isolated vertex, and $G^{\prime}$ is a graph on $\delta(G)$ vertices with $\alpha\left(G^{\prime}\right)>2 \delta(G)-n$ and $\delta\left(G^{\prime}\right)>2 \delta(G)-n$. For a Fiedler vector $\mathbf{x}$ of $G=N_{2} \vee K_{n-2}$, without loss of generality, two subgraphs of $G$ induced by $i_{-}(\mathbf{x}) \cup i_{0}(\mathbf{x})$ and $i_{+}(\mathbf{x})$ are $K_{n-1}$ and $N_{1}$, respectively.

For the latter case $G=G_{1} \vee G^{\prime}$, let us revisit Example 3.22. Suppose that $X$ is the eigenspace corresponding to $\alpha(G)$, where $G=\left(K_{n_{1}}+N_{1}\right) \vee K_{n_{2}}$. By Proposition 3.24, we have $K_{n_{2}} \subseteq i_{0}(X)$. Since $\operatorname{am}(\alpha(G))=1, i_{0}(X)=K_{n_{2}}$. From Theorem 3.23, we may have that $i_{-}(\mathbf{x}) \cup i_{0}(\mathbf{x})$ and $i_{+}(\mathbf{x})$ are $K_{n_{2}+1}$ and $K_{n_{1}}$, respectively. Therefore, for pairs ( $n_{1}, n_{2}$ ) such that $n_{1} / n_{2} \rightarrow \infty$, the corresponding graph $G$ will be pathological with respect to spectral bisection.

## 4. Some classes of graphs with $i(G)=1$

In this section, we will consider threshold graphs and graphs with three distinct Laplacian eigenvalues in the context of $i(G)=1$.

Definition 4.1. A threshold graph is a graph obtained from a single vertex by repeatedly performing one of the following operations:
(1) addition of a single isolated vertex to the graph,
(2) addition of a dominating vertex.

Proposition 4.2. Every connected threshold graph $G$ of order $n$ has $i(G)=1$.
Proof. We will use induction on the number of vertices to complete the proof. If $G$ is a complete graph, we are done. Let $G$ be a noncomplete connected threshold graph of order $n$. For order $3, N_{2} \vee N_{1}$ is the only such graph, and $i\left(N_{2} \vee N_{1}\right)=1$. Let $n>3$. Suppose that any noncomplete connected threshold graph $H$ of order $k<n$ satisfies $i(H)=1$. Since $G$ is a connected threshold graph, there exists a vertex $v$ with $\operatorname{deg}(v)=n-1$. Let $G^{\prime}=G-\{v\}$. Suppose that $G^{\prime}$ is connected. Then $G^{\prime}$ is not complete, otherwise, $G$ would be complete. By induction, $i\left(G^{\prime}\right)=1$, and so $\delta\left(G^{\prime}\right)=\alpha\left(G^{\prime}\right)$. Considering the spectrum of $G^{\prime} \vee\{v\}$, we have

$$
\alpha(G)=\alpha\left(G^{\prime}\right)+1=\delta\left(G^{\prime}\right)+1=\delta(G) .
$$

Therefore $i(G)=1$. If $G^{\prime}$ is disconnected, then $G^{\prime}$ has an isolated vertex. By Theorem 2.7, $i(G)=1$.

The spectrum of a threshold graph appears in [7]. In paper [7], a connected threshold graph is called a maximal graph since it is proved there that the degree sequence of a connected threshold graph of size $m$ is not majorized by any other degree sequences of graphs of size $m$. In particular, we will introduce the following results used for seeing what role $a m(\alpha(G))$ plays.

Theorem 4.3 ([7]). If $G$ is a connected threshold graph, then $S(G)=\mathbf{d}^{*}$, where $\mathbf{d}^{*}$ is the conjugate of the degree sequence of $G$.

Theorem 4.4 ([7]). Let $G$ be a threshold graph. Suppose that $G$ is disconnected, so there are $l+1$ connected components. Then $l$ components consist of isolated vertices.

Proposition 4.5. Suppose that $G$ is a noncomplete connected threshold graph of order $n$. Then $\alpha(G)=k$ and $\operatorname{am}(\alpha(G))=l$ if and only if there are exactly $k$ vertices $v_{1}, \ldots, v_{k}$ such that $\operatorname{deg}_{G}\left(v_{i}\right)=n-1$ for $i=1, \ldots, k$ and the subgraph $G_{1}$ of $G$ induced by $V(G)-\left\{v_{1}, \ldots, v_{k}\right\}$ consists of $l+1$ components, $l$ components of which consist of a single vertex, respectively.

Proof. Suppose that $\alpha(G)=k$ and $\operatorname{am}(\alpha(G))=l$. By Theorem 4.3, the number of vertices of degree $n-1$ is $\alpha(G)$. There are exactly $k$ vertices $v_{1}, \ldots, v_{k}$ such that $\operatorname{deg}_{G}\left(v_{i}\right)=n-1$ for $i=1, \ldots, k$. Suppose that $G_{1}$ is the subgraph of $G$ induced by $V(G)-\left\{v_{1}, \ldots, v_{k}\right\}$. Since there are only $k$ vertices of degree $n-1$ in $G$, the graph $G_{1}$ is disconnected. Moreover, $G=G_{1} \vee K_{k}$. Since $\operatorname{am}(\alpha(G))=l$, from Theorem 4.4, we obtain the desired result.

For the converse, evidently we have $G=G_{1} \vee K_{k}$. Since $G_{1}$ has exactly $l$ isolated vertices, $\alpha(G)=k$ and $\operatorname{am}(\alpha(G))=l$.

Now, we will investigate an equivalent condition for a graph $G$ that is a join having three distinct Laplacian eigenvalues to have $i(G)=1$.

Proposition 4.6. Let $G$ be a noncomplete, connected graph of order $n$. The graph $G$ has three distinct Laplacian eigenvalues $0, \alpha(G)$ and $n$, where am $(\alpha(G))=k$ if and only if there exist integers $p \geqslant 0, q \geqslant 1$ and $r \geqslant 2$ such that $p+q \geqslant 2$ and $G=K_{p} \vee\left(\bigvee_{i=1}^{q} N_{r}\right)$, where $n=q r+p, \alpha(G)=r(q-1)+p$ and $k=q(r-1)$.

Proof. Suppose that $G$ has 3 distinct Laplacian eigenvalues $0, \alpha(G)$ and $n$. Then the complement $\bar{G}$ of $G$ has $n-k$ connected components since $\bar{G}$ has 0 as an eigenvalue with multiplicity $n-k$. Hence, there are graphs $G_{1}, \ldots, G_{n-k}$ such that $G=G_{1} \vee \ldots \vee G_{n-k}$, where $n-k \geqslant 2$. Note that for $i=1, \ldots, n-k, L\left(G_{i}\right)$ does not have $\left|V\left(G_{i}\right)\right|$ as an eigenvalue. If there is a $G_{j}$ with three distinct eigenvalues, then from the spectrum of a join of graphs, we find that $G$ has more than three distinct eigenvalues, a contradiction. So, each $G_{i}$ has either one or two distinct eigenvalues. The only graphs with one eigenvalue are empty graphs, and the only graphs with two distinct eigenvalues are complete graphs. So, each $G_{i}$ is either $N_{r_{i}}$ or $K_{p_{i}}$ for some $r_{i}$ or $p_{i}$. Consider $N_{r_{i}}$ and $N_{r_{j}}$ for $r_{i}, r_{j} \geqslant 2$ and $r_{i} \neq r_{j}$. Then $L\left(N_{r_{i}} \vee N_{r_{j}}\right)$ has 4 distinct eigenvalues $0, r_{i}, r_{j}$ and $r_{i}+r_{j}$. Hence, all empty graphs as factors in $G_{1} \vee \ldots \vee G_{n-k}$ must have the same order. Evidently, $K_{p_{i}} \vee K_{p_{j}}=K_{p_{i}+p_{j}}$ for $p_{i}, p_{j} \geqslant 1$. If $G_{i}$ is a complete graph, then $G_{i}=K_{1}$. Let $p$ be the number of isolated vertices in $\bar{G}$, let $q$ be the number of the complete graphs of order $r \geqslant 2$ in $\bar{G}$. If $q=0$, then $G$ is a complete graph. So, $q \geqslant 1$. If $p+q=1$, then $G$ is disconnected and so $p+q \geqslant 2$. Therefore, we have the desired graph $G$. Considering the spectrum of a join of graphs, the remaining conditions for $n, \alpha(G)$ and $k$ can be checked.

By the spectrum of a join, the proof of the converse is straightforward.

Corollary 4.6.1. Let $G$ be a noncomplete, connected graph of order $n$ with three distinct Laplacian eigenvalues. The largest Laplacian eigenvalue is $n$ if and only if $i(G)=1$.

Proof. Suppose that the largest Laplacian eigenvalue is $n$. From Proposition 4.6, there exist $p \geqslant 0, q \geqslant 1$ and $r \geqslant 2$ such that $p+q \geqslant 2$ and $G=K_{p} \vee\left(\bigvee_{i=1}^{q} N_{r}\right)$. Since $G=N_{r} \vee\left(K_{p} \vee\left(\bigvee_{i=1}^{q-1} N_{r}\right)\right)$, we obtain $i(G)=1$ by Theorem 2.7. Conversely, $i(G)=1$ implies that $G$ is a join of some graphs. So, the largest eigenvalue is $n$.

Corollary 4.6.2. Let $G$ be a noncomplete, connected graph of order $n$ with three distinct Laplacian eigenvalues $0, \alpha(G)$ and $n$, where $k=a m(\alpha(G))$. Then the clique number of $G$ is $\omega(G)=n-k$.

Proof. It follows from Proposition 4.6 that there exist $p \geqslant 0, q \geqslant 1$ and $r \geqslant 2$ such that $p+q \geqslant 2$ and $G=K_{p} \vee\left(\bigvee_{i=1}^{q} N_{r}\right)$. So, $\omega(G)=p+q$. Since $n=q r+p$ and $k=q r-q$, we have $\omega(G)=n-k$.

## 5. Characterization of regular graphs with $i(G)=2$

In this section, we shall consider $i(G)=2$. It turns out that $i\left(K_{n}\right)=1$. So, if $i(G)=2$, then $G$ is noncomplete and connected.

Proposition 5.1. Let $G$ be a connected graph of order $n$ with $i(G)=2$, and $\mathbf{x}$ be a Fiedler vector with $i(\mathbf{x})=2$. Then two vertices valuated by negative numbers of $\mathbf{x}$ are adjacent and $0<\delta(G)-\alpha(G) \leqslant 1$. Moreover, one of the two vertices has degree $\delta(G)$.

Proof. Since $i(G)=2$, there exists $\mathbf{x}=\left(x_{1} \ldots, x_{n}\right)^{\top} \in \mathbb{R}^{n}$ such that $x_{1}, x_{2}<0$, $x_{j} \geqslant 0$ for $j=3, \ldots, n$ and $(L(G)-\alpha(G) I) \mathbf{x}=0$. We have

$$
\begin{align*}
& \left(l_{11}-\alpha(G)\right) x_{1}+l_{12} x_{2}+l_{13} x_{3}+\ldots+l_{1 n} x_{n}=0  \tag{5.1}\\
& l_{21} x_{1}+\left(l_{22}-\alpha(G)\right) x_{2}+l_{23} x_{3}+\ldots+l_{2 n} x_{n}=0 \tag{5.2}
\end{align*}
$$

Since $i(G)>1$, it follows that

$$
\begin{equation*}
l_{i i}-\alpha(G) \geqslant \delta(G)-\alpha(G)>0 \tag{5.3}
\end{equation*}
$$

for $i=1, \ldots, n$. Assume that $l_{12}=l_{21}=0$. Thus, $\left(l_{11}-\alpha(G)\right) x_{1}<0$ and $\sum_{j=3}^{n} l_{1 j} x_{j} \leqslant 0$, which leads to having the left-hand side of (5.1) negative. Therefore $l_{12}=l_{21}=-1$.

Adding (5.1) and (5.2), we have

$$
\begin{equation*}
\left(l_{11}-\alpha(G)-1\right) x_{1}+\left(l_{22}-\alpha(G)-1\right) x_{2}+\sum_{j=3}^{n}\left(l_{1 j}+l_{2 j}\right) x_{j}=0 \tag{5.4}
\end{equation*}
$$

Without loss of generality, suppose that $l_{11} \leqslant l_{22}$. If $l_{11}-\alpha(G)>1$, then the left-hand side of equation (5.4) is negative. Therefore $l_{11}-\alpha(G) \leqslant 1$ and by (5.3), $0<\delta(G)-\alpha(G) \leqslant 1$. Furthermore, suppose that $l_{11}>\delta(G)$, that is, $l_{11} \geqslant \delta(G)+1$. Using $l_{11}-\alpha(G) \leqslant 1$, we deduce $\alpha(G)=\delta(G)$, which is a contradiction to $i(G)=2$. Thus, $l_{11}=\delta(G)$.

Remark 5.2. Proposition 5.1 provides two cases: $0<\delta(G)-\alpha(G)<1$ and $\delta(G)-\alpha(G)=1$. Note that $\delta(G) \geqslant v(G) \geqslant \alpha(G)$. Consider the case $0<\delta(G)-$ $\alpha(G)<1$. Since $\alpha(G)$ is not an integer, we have $\delta(G)=v(G)>\alpha(G)$.

Suppose that $\delta(G)-\alpha(G)=1$. Then, continuing the notation and hypothesis in the proof of Proposition 5.1, it follows from (5.4) that $l_{22} \leqslant \alpha(G)+1=\delta(G)$ by $l_{22} \geqslant \delta(G)$, we have $l_{22}=\delta(G)$. Hence, the two vertices valuated by negative signs of a Fiedler vector $\mathbf{x}$ in Proposition 5.1 have degree $\delta(G)$. Furthermore, we have either $\delta(G)-v(G)=0$ or $\delta(G)-v(G)=1$. For the latter case, since $\delta(G)-\alpha(G)=1$, we have $v(G)=\alpha(G)$. It follows from [6] that $G$ can be written as a join of two graphs $G_{1}$ and $G_{2}$ such that $G_{1}$ is a disconnected graph of order $n-v(G)$ and $G_{2}$ is a graph on $v(G)$ vertices with $\alpha\left(G_{2}\right) \geqslant 2 v(G)-n$.

Recall that $\lambda_{k}(G)$ and $\mu_{k}(G)$ are $k$ th-Laplacian and $k$ th-adjacency eigenvalues in the sequences of eigenvalues $S(L(G))$ and $S(A(G))$ in nonincreasing order, respectively. We shall consider a connected $r$-regular graph $G$ of order $n$ with $i(G)=2$. Note that $L(G)=r I-A(G)$. So $\alpha(G)=r-\mu_{2}(G)$, where $\mu_{2}<r$, and any Fiedler vector of $G$ is an eigenvector of $A(G)$ associated to $\mu_{2}$. Therefore we also use eigenvectors associated to the second largest eigenvalue of $A(G)$ as Fiedler vectors without distinction.

A matching in a graph $G$ is a set of edges in $G$ such that no two edges in the set share a common vertex.

Proposition 5.3. Let $G$ be a connected $r$-regular graph $G$ of order $n$ with $i(G)=2$. Then $0<\mu_{2}(G) \leqslant 1$.

In particular, if $\mu_{2}(G)=1$, then there is a matching of size at least 2 in $G$.
Proof. Consider $\alpha(G)=r-\mu_{2}(G)$ and $\delta(G)=r$. It is straightforward from Proposition 5.1 that $0<\mu_{2}(G) \leqslant 1$. Suppose that $\mu_{2}(G)=1$. Since $i(G)=2$, there exists $\mathbf{x} \in \mathbb{R}^{n}$ such that $\left(A(G)-\mu_{2}(G) I\right) \mathbf{x}=\mathbf{0}$ and $i(\mathbf{x})=2$. We may assume that $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)^{\top} \in \mathbb{R}^{n}$ such that $x_{1}, x_{2}<0, x_{j} \geqslant 0$ for $j=3, \ldots, n$. Let $A(G)=\left[a_{i j}\right]_{n \times n}$. By Proposition 5.1, we have $a_{12}=a_{21}=1$. From the equations in the first and second rows of $\left(A(G)-\mu_{2}(G) I\right) \mathbf{x}=\mathbf{0}$,

$$
-x_{1}+x_{2}+\sum_{j=3}^{n} a_{1 j} x_{j}=0 \quad \text { and } \quad x_{1}-x_{2}+\sum_{j=3}^{n} a_{2 j} x_{j}=0 .
$$

Adding the two equations, we obtain

$$
\sum_{j=3}^{n} a_{1 j} x_{j}+\sum_{j=3}^{n} a_{2 j} x_{j}=0 .
$$

Since $x_{j} \geqslant 0$ for $j=3, \ldots, n$ and $A(G) \geqslant 0$, it follows that $\sum_{j=3}^{n} a_{1 j} x_{j}=\sum_{j=3}^{n} a_{2 j} x_{j}=0$ and $x_{k}=0$ for any vertex $v_{k}$ adjacent to $v_{1}$ or $v_{2}$. Furthermore, $x_{1}=x_{2}$. Let $I=\left\{k \in[n]: x_{k}>0\right\}$, where $[n]=\{1, \ldots, n\}$, and let $\tilde{A}$ be the corresponding principal submatrix $A[I]$ and $\widetilde{\mathbf{x}}$ be the corresponding subvector $\mathbf{x}[I]$. Then $\tilde{A} \widetilde{\mathbf{x}}=\widetilde{\mathbf{x}}$, where $\widetilde{\mathbf{x}}>0$. Suppose that a subgraph $H$ associated with $\tilde{A}$ is connected. By the Perron-Frobenius theorem, the eigenvalue 1 is the spectral radius of $\tilde{A}$ and is simple. It implies that $H=K_{2}$. Since any vertex $v_{k}$ for $k \in I$ is not adjacent to $v_{1}$ and $v_{2}$, there are two edges, namely $v_{1} \sim v_{2}$, and the edge in $H$, such that they do not share any vertex. Next, assume that $H$ is disconnected. Since each component of $H$ is connected, $H$ consists of pairwise nonadjacent edges. Therefore, $G$ contains at least 2 pairwise nonadjacent edges.

It can be found in [3] that $\mu_{2}\left(K_{n_{1}, n_{2}, \ldots, n_{k}}\right)=0$, where $\max \left(n_{1}, n_{2}, \ldots, n_{k}\right) \geqslant 2$, $\mu_{2}\left(K_{n}\right)=-1$, and $\mu_{2}(G)>0$ for all other connected graphs $G$. It is clear that $i\left(K_{n}\right)=i\left(K_{n_{1}, n_{2}, \ldots, n_{k}}\right)=1$. Motivated by Proposition 5.3, we will consider all regular graphs $G$ with $0<\mu_{2}(G) \leqslant 1$ and $i(G)=2$. Since $A(G)+A(\bar{G})=J-I$, it follows that $0<\mu_{2}(G) \leqslant 1$ is equivalent to $-2 \leqslant \mu_{n}(\bar{G})<-1$. Moreover, any eigenvector of $A(\bar{G})$ associated to $\mu_{n}(\bar{G})$ is an eigenvector of $A(G)$ associated to $\mu_{2}(G)$ and vice versa. It follows that the eigenspace associated to $\alpha(G)$ coincides with the eigenspace associated to $\mu_{n}(\bar{G})$, which is the least adjacency eigenvalue of $\bar{G}$. Furthermore, the eigenspace corresponding to $\mu_{n}(\bar{G})$ is the same as the eigenspace corresponding to $\lambda_{1}(\bar{G})$. Recall that $i_{\lambda}^{*}(G):=\min \left\{i_{\lambda}(\mathbf{x}): A(G) \mathbf{x}=\lambda \mathbf{x}\right\}$. Therefore, for a regular graph $G, i(G)=i_{\mu_{2}}^{*}(G)=i_{\mu_{n}}^{*}(\bar{G})=i_{\lambda_{1}}(\bar{G})$.

Let $G$ be a connected regular graph of order $n$ with $i(G)=2$. Then $i_{\mu_{n}}^{*}(\bar{G})=2$. It can be easily checked that $G$ is connected if and only if $\bar{G}$ is not expressed as a join of graphs. Hence, the difference between the degree in $\bar{G}$ and $\mu_{n}(\bar{G})$, which is the largest Laplacian eigenvalue of $\bar{G}$, is less than $n$. Suppose that $\bar{G}$ is disconnected and $H_{j}$ is a component on $m_{j}$ vertices in $\bar{G}$ for $j=1, \ldots, k$ for some $k \geqslant 2$. Then there exist components $H_{j_{1}}, \ldots, H_{j_{q}}$ for some $1 \leqslant q \leqslant k$ such that $\mu_{n}(\bar{G})=\mu_{m_{j_{i}}}\left(H_{j_{i}}\right)$ for $i=1, \ldots, q$. It follows that $i_{\mu_{m_{j_{i}}}}^{*}\left(H_{j_{i}}\right) \geqslant i_{\mu_{n}}^{*}(\bar{G})$ for $i=1, \ldots, q$. Since the eigenspace of $\bar{G}$ corresponding to $\mu_{n}$ is the direct sum of the eigenspaces associated to $\mu_{m_{j_{i}}}$ of $H_{j_{i}}$ for $i=1, \ldots, q$, the condition $i_{\mu_{n}}^{*}(\bar{G})=2$ implies that there exists an $i \in\{1, \ldots, q\}$ such that $i_{\mu_{m_{j_{i}}}}^{*}\left(H_{j_{i}}\right)=2$. Thus, we have the following result.

Lemma 5.4. Let $G$ be a connected regular graph of order $n$. Suppose that $H_{j}$ is a component on $m_{j}$ vertices in $\bar{G}$ for $j=1, \ldots, k$ for some $k \geqslant 1$. We have $i(G)=2$ if and only if there exists a component $H_{j}$ for $j \in\{1, \ldots, k\}$ such that $\mu_{m_{i}}\left(H_{i}\right) \geqslant \mu_{m_{j}}\left(H_{j}\right)$ for all $1 \leqslant i \leqslant k$ and $i_{\mu_{m_{j}}}^{*}\left(H_{j}\right)=2$.

Lemma 5.4 tells us that to understand a regular graph $G$ with $i(G)=2$, we should investigate the components of the complement of $G$. Specifically, we may narrow our focus to eigenvectors of the least adjacency eigenvalue $-2 \leqslant \mu_{n}<-1$ of a connected $r$-regular graph $H$ of order $n$, where $r-\mu_{n}<n$, that is, $H$ can not be written as a join of graphs.

It appears in [2] that an $r$-regular graph $H$ of order $n$ with $\mu_{n}(H) \geqslant-2$ is either a line graph, a cocktail party graph or a regular exceptional graph. It is known that every cocktail party graph is written as a join of graphs. So, all cocktail party graphs are excluded.

Proposition 5.5 ([2]). A connected regular graph with least adjacency eigenvalue greater than -2 is either a complete graph or an odd cycle.

Since $i\left(K_{n}\right)=1, K_{n}$ is ruled out. We will consider eigenvectors of the least adjacency eigenvalue of a cycle $C_{n}$ of length $n$. As stated in [1], for $l=0, \ldots, n-1$, $2 \cos (2 \pi l / n)$ is an eigenvalue of $A\left(C_{n}\right)$ associated to $\mathbf{x}_{l}=\left[1, \varepsilon^{l}, \ldots, \varepsilon^{(n-1) l}\right]^{\top}$, where $\varepsilon=\mathrm{e}^{2 \pi \mathrm{i} / n}$. If $n$ is even, then $\mu_{n}\left(C_{n}\right)$ is simple and $\mathbf{x}_{n / 2}=[1,-1,1, \ldots, 1,-1]^{\top}$ is a corresponding eigenvector. So, we have $i_{\mu_{n}}^{*}\left(C_{n}\right)=\frac{1}{2} n$ for even $n$. Suppose that $n$ is odd. Then the algebraic multiplicity of $\mu_{n}$ is 2 , and corresponding linearly independent eigenvectors are $\mathbf{x}_{(n-1) / 2}$ and $\mathbf{x}_{(n+1) / 2}$. Let $\mathbf{v}=\left[v_{0}, \ldots, v_{n-1}\right]^{\top}$ and $\mathbf{w}=\left[w_{0}, \ldots, w_{n-1}\right]^{\top}$, where $v_{j}=(-1)^{j} \cos (\pi j / n)$ and $w_{j}=(-1)^{j} \sin (\pi j / n)$ for $j=0, \ldots, n-1$, respectively. One can verify that

$$
\mathbf{v}=\frac{\mathbf{x}_{(n-1) / 2}+\mathbf{x}_{(n+1) / 2}}{2} \quad \text { and } \quad \mathbf{w}=\frac{-\mathbf{x}_{(n-1) / 2}+\mathbf{x}_{(n+1) / 2}}{2 i}
$$

Hence, in order to find $i_{\mu_{n}}^{*}\left(C_{n}\right)$ for odd $n$, we need to consider all possible linear combinations of $\mathbf{v}$ and $\mathbf{w}$.

Proposition 5.6. Let $C_{n}$ be a cycle of length $n$. Then $i_{\mu_{n}}^{*}\left(C_{n}\right)=\left\lfloor\frac{n}{2}\right\rfloor$.
Proof. For an even cycle, it is clear that $i_{\mu_{n}}^{*}\left(C_{n}\right)=\frac{1}{2} n$. Suppose that $n$ is odd. Since every Fiedler vector of $C_{n}$ is a linear combination of $\mathbf{v}$ and $\mathbf{w}, i_{\mu_{n}}^{*}\left(C_{n}\right)=$ $\min \left\{i_{\mu_{n}}\left(c_{1} \mathbf{v}+c_{2} \mathbf{w}\right) \mid c_{1}, c_{2} \in \mathbb{R},\left(c_{1}, c_{2}\right) \neq(0,0)\right\}$. Let $\mathbf{u}=c_{1} \mathbf{v}+c_{2} \mathbf{w}$, where $\mathbf{u}=$ $\left[u_{0}, \ldots, u_{n-1}\right]^{\top}$. If $c_{1}=0$ and $c_{2} \neq 0$, then $i_{\mu_{n}}^{*}(\mathbf{u})=\frac{1}{2}(n-1)$. Assume that $c_{1} \neq 0$. Note that for $j=0, \ldots, n-1, u_{j}=c_{1} v_{j}+c_{2} w_{j}=(-1)^{j} \sqrt{c_{1}^{2}+c_{2}^{2}} \cos (\pi j / n-\theta)$, where $\tan (\theta)=c_{2} / c_{1}$. We have $u_{j} u_{j+1}=-\left(c_{1}^{2}+c_{2}^{2}\right) \cos \left(\alpha_{j}\right) \cos \left(\alpha_{j}+\pi / n\right)$, where
$\alpha_{j}=\pi j / n-\theta$. One can check that $u_{j} u_{j+1}>0$ if and only if $\alpha_{j} \in\left(0, \frac{1}{2} \pi\right)$ and $\alpha_{j}+\pi / n \in\left(\frac{1}{2} \pi, \pi\right)$, or $\alpha_{j} \in\left(\pi, \frac{1}{2} 3 \pi\right)$ and $\alpha_{j}+\pi / n \in\left(\frac{1}{2} 3 \pi, 2 \pi\right)$. Suppose that $u_{j} \neq 0$ for all $j=0, \ldots, n-1$. Since $\alpha_{0}, \ldots, \alpha_{n-1} \in[-\theta,-\theta+\pi)$, there exists at most one index $j$ in $\{0, \ldots, n-2\}$ such that $u_{j} u_{j+1}>0$. Hence, since $u_{j} u_{j+1}>0$ implies that $u_{j}$ and $u_{j+1}$ have the same sign, a change of signs between $u_{j}$ and $u_{j+1}$ for $j=0, \ldots, n-2$ occurs at least $(n-2)$ times. It follows that there are either $\frac{1}{2}(n-1)$ negative and $\frac{1}{2}(n+1)$ positive signs in $\mathbf{u}$ or $\frac{1}{2}(n-1)$ positive and $\frac{1}{2}(n+1)$ negative signs in $\mathbf{u}$. Therefore $i_{\mu_{n}}^{*}(\mathbf{u})=\frac{1}{2}(n-1)$. Assume that there exists $j_{0} \in\{0, \ldots, n-1\}$ such that $u_{j}=0$. Since $\alpha_{0}, \ldots, \alpha_{n-1} \in[-\theta,-\theta+\pi)$, the $j_{0}$ is the only solution to $u_{j}=0$ for $j=0, \ldots, n-1$. Consider $u_{j_{0}-1} u_{j_{0}+1}=\left(c_{1}^{2}+c_{2}^{2}\right) \cos \left(\alpha_{j_{0}-1}\right) \cos \left(\alpha_{j_{0}+1}\right)$. Since $\alpha_{j_{0}-1} \in\left(0, \frac{1}{2} \pi\right)$ and $\alpha_{j_{0}+1} \in\left(\frac{1}{2} \pi, \pi\right)$, or $\alpha_{j_{0}-1} \in\left(\pi, \frac{1}{2} 3 \pi\right)$ and $\alpha_{j_{0}+1} \in\left(\frac{1}{2} 3 \pi, 2 \pi\right)$, we obtain $u_{j_{0}-1} u_{j_{0}+1}<0$. Furthermore, $u_{j} u_{j+1}<0$ for $j \in\{0, \ldots, n-2\} \backslash\left\{j_{0}-1, j_{0}\right\}$. Then there are $\frac{1}{2}(n-1)$ positive and negative signs, respectively, and one 0 in $\mathbf{u}$. Hence, $i_{\mu_{n}}^{*}(\mathbf{u})=\frac{1}{2}(n-1)$. Therefore, we have the desired result.

Corollary 5.6.1. Let $C_{n}$ be a cycle of length $n$. Then $i_{\mu_{n}}^{*}\left(C_{n}\right)=2 \Leftrightarrow n=4,5$.
Lemma 5.7. Suppose that a connected regular graph $H$ of order $n$ has $\mu_{n}(H)>-2$. Then $i_{\mu_{n}}^{*}(H)=2$ if and only if $H=C_{5}$.

Proof. It is immediately proved by Proposition 5.5 and Corollary 5.6.1.
Let $\mathbf{e}_{i}$ be a vector whose $i$ th component is 1 and zeros elsewhere. The size is clear from the text.

Definition 5.8 ([2]). For $n>1$, let $D_{n}$ be the set of vectors of the form $\pm \mathbf{e}_{i} \pm \mathbf{e}_{j}$, $i<j$.

Definition 5.9 ([2]). Let $E_{8}$ be the set of vectors in $\mathbb{R}^{8}$ consisting of the 112 vectors in $D_{8}$ together with the 128 vectors of the form $\pm \frac{1}{2} \mathbf{e}_{1} \pm \frac{1}{2} \mathbf{e}_{2} \pm \ldots \pm \frac{1}{2} \mathbf{e}_{8}$, where the number of positive coefficients is even.

Now, the regular line graphs and regular exceptional graphs with least adjacency eigenvalue -2 are left to consider. These graphs are studied in [2] using $D_{n}$ and $E_{8}$, the so-called root systems. Let $H$ be a graph on $n$ vertices with least adjacency eigenvalue -2 . The symmetric matrix $2 I+A(H)$ is positive semi-definite of rank $s$, say. Since $2 I+A(H)$ is orthogonally diagonalizable, it follows that $C^{\top} C=2 I+A(H)$, where $C$ is an $s \times n$ matrix of rank $s$. According to [2], the column vectors of $C$ are determined by $D_{n}$ or $E_{8}$.

Lemma 5.10. Let $H$ be a connected regular graph with the least adjacency eigenvalue -2 . If $H$ contains an induced 4 -cycle, there exists an eigenvector $\mathbf{x}^{\top}=$ $[1,-1,1,-1,0, \ldots, 0]$ of $A(H)$ associated with -2 .

Proof. Considering the root systems, there exists a real matrix $C$ such that $C^{\top} C=2 I+A(H)$. Since $H$ contains an induced 4-cycle, without loss of generality, the leading principal $4 \times 4$ submatrix of $A(H)$ is an adjacency matrix of $C_{4}$. Let the first four columns of $C$ comprise the matrix $\widetilde{C}$. Then $\widetilde{C}^{\top} \widetilde{C}=2 I+A\left(C_{4}\right)$. Since $\widetilde{\mathbf{x}}^{\top}=[1,-1,1,-1]$ is an eigenvector of $A\left(C_{4}\right)$ associated to -2 , we have that $(\widetilde{C} \widetilde{\mathbf{x}})^{\top} \widetilde{C} \widetilde{\mathbf{x}}=0 . C$ is real, so $\widetilde{C} \widetilde{\mathbf{x}}=0$. Suppose that $\mathbf{x}^{\top}=[1,-1,1,-1,0, \ldots, 0]$. Then $C \mathbf{x}=0$. Therefore, it follows that $\mathbf{x}$ is an eigenvector of $A(H)$ associated to -2 .

Lemma 5.11. Let $H$ be a connected $r$-regular graph of order $n$ with $\mu_{n}(H)=-2$, where $r+2<n$. Then $i_{\mu_{n}}^{*}(H)=2$ if and only if $H$ contains a 4-cycle as an induced subgraph.

Proof. Suppose that $i_{\mu_{n}}^{*}(H)=2$. Since $r+2<n$, the complement $\bar{H}$ of $H$ is connected and regular with $\mu_{2}(\bar{H})=1$. Moreover, $i_{\mu_{2}}(\bar{H})=i(\bar{H})=2$. By Proposition $5.3, \bar{H}$ contains two nonadjacent edges as an induced subgraph. Therefore $H$ has an induced subgraph $C_{4}$.

Conversely, by Lemma 5.10, there exists an eigenvector $\mathbf{x}^{\top}=[1,-1,1,-1,0, \ldots, 0]$ of $A(H)$ associated to -2 . So $i_{\mu_{n}}^{*}(H) \leqslant 2$. Since $\mu_{n} \neq r$, any eigenvector associated to $\mu_{n}$ must contain negative and positive components. So $i_{\mu_{n}}^{*}(H)>0$. Suppose that $i_{\mu_{n}}^{*}(H)=1$. Since $\bar{H}$ is connected, it follows that $i_{\mu_{n}}^{*}(H)=i_{\mu_{2}}(\bar{H})=i(\bar{H})=1$. So $\bar{H}$ can be expressed as a join of two graphs by Theorem 2.7. This is a contradiction to being a connected graph. Therefore $i_{\mu_{n}}^{*}(H)=2$.

Here is our main result in this section regarding the characterization of all connected regular graphs $G$ with $i(G)=2$.

Theorem 5.12. Let $G$ be a connected $r$-regular graph of order $n$. Then $i(G)=2$ if and only if there exists a component $H$ of order $m$ in $\bar{G}$ such that $\mu_{n}(\bar{G})=$ $\mu_{m}(H)=\alpha(G)-r-1$ and $H$ satisfies either
(1) $r-1<\alpha(G)<r$ and $H=C_{5}$, or
(2) $\alpha(G)=r-1, H$ is not a cocktail party graph and $H$ contains $C_{4}$ as an induced subgraph.

Proof. Combining Lemmas 5.4, 5.7 and 5.11, we obtain the desired result.
Example 5.13. Let $H$ be a strongly regular graph with least adjacency eigenvalue -2 . According to Seidel's classification [9], $H$ is one of the following:
(1) the complete $n$-partite graph $K_{2, \ldots, 2}$ for $n \geqslant 2$,
(2) the Petersen graph,
(3) the line graph of $K_{n}$ for $n \geqslant 5$,
(4) the Cartesian product of two $K_{n} \mathrm{~s}$ for $n \geqslant 3$,
(5) the Shrikhande graph,
(6) one of the three Chang graphs,
(7) the Clebsch graph,
(8) the Schläfli graph.

Note that $K_{2, \ldots, 2}$ is expressed as a join of graphs. The girth of the Petersen graph is 5 . It can be checked that $H$ has an induced 4-cycle if and only if the line graph of $H$ contains $C_{4}$ as an induced graph. This implies that any line graph of a complete graph is $C_{4}$-free. For the other graphs from (4) to (8), it can be checked that they have $C_{4}$ as an induced subgraph. Therefore, if a connected regular graph $G$ has one of graphs from (4) to (8) as a component in $\bar{G}$, then $i(G)=2$.
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