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Abstract. The main purpose of this article is to give a generalization of the logarithmic-
type estimate in the Hardy-Sobolev spaces Hk,p(G); k ∈ N

∗, 1 6 p 6 ∞ and G is the open
unit disk or the annulus of the complex space C.
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1. Introduction

The purpose of this paper is to establish a logarithmic estimate of optimal-type in

the Hardy-Sobolev space Hk,p(G); k ∈ N
∗, 1 6 p 6 ∞ and G is either the open unit

disk D or the annulus Gs of radii (s, 1), 0 < s < 1 of the complex space C. More

precisely, we study the behavior on the boundary of G with respect to the Lp-norm

of any function f in the unit ball of the Hardy-Sobolev Hk,p(G) starting from its

behavior on any open connected subset I ⊂ ∂G of the boundary of G with respect

to the L1-norm. Our result can be viewed as an extension of those established in [5],

[7], [8], [12], [14], [13], [19], [20].

Control problems in Hardy spaces have been motivated by an interpolation scheme

for analytic functions in D from boundary values on the unit circle T. In this context

a log-log/log-type inequality with respect to L2-norm has been proved in the Hardy-

Sobolev space H1,2 of the unit disk D, see [5]. A similar estimate of 1/ logα-type,

0 < α < 1, has been established in more general planar domain, see [1].
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The case of the annular domain G = Gs, 0 < s < 1, was considered in [19].

Based on the Hilbertian properties of the Hardy-Sobolev spaceH1,2(Gs), the authors

established a 1/log-type estimate of a function’s behavior on the inner boundary sT

from its behavior on the outer boundary T. They also showed that if the L2-norm

of a bounded H1,2(Gs) function is known to be small on a strict subset I of ∂Gs,

it remains also small on the whole boundary ∂Gs. In the same context, an explicit

logarithmic inequality exhibiting the dependence with respect to the inner radius

s was proved in [20]. These estimates are interestingly used to prove logarithmic

stability results for an inverse Robin’s problem. The uniform case, p = ∞, has
been considered in [12]. The author proved, by a quite different method, an optimal

logarithmic estimate of a function’s behavior on the whole boundary ∂Gs from its

behavior on any open connected subset I ⊂ ∂Gs. The proof is based on some

estimates established on the Poisson kernel of the annulus Gs.

For bounded analytic functions in the open unit disk D, a similar logarithmic es-

timate has been established in [7]. The authors proved a 1/ logk inequality in the

Hardy-Sobolev spaces Hk,∞(D), for any integer k, and have shown that their esti-

mate is of optimal type. Their results are interestingly used to establish logarithmic

stability estimates for the Cauchy problem of identifying the Robin coefficient with

a Laplace operator, and to prove an error estimate for the inverse problem of the iden-

tification of a Robin coefficient. Similar estimates of optimal type for the Hilbertian

spaces Hk,2(D) have been proved in [14], where the authors derive also logarithmic

stability results with respect to the L2-norm for the same inverse problem of identi-

fying Robin coefficients and for a recovering interpolation scheme in Hardy-Sobolev

space H1,2(D) with interpolation points located on the boundary T of the unit disk.

The outline of this paper is as follows. We begin in Section 2 by establishing

the necessary notation and definitions, then we state our main result. Some basic

properties are given in Section 3. Section 4 is devoted to the proof of our main result

in both cases of the unit disk and of the annulus domain. Finally, some concluding

remarks and perspectives for future work are presented in Section 5.

2. Notation, definitions and main result

Let D be the open unit disk in C with boundary T and let Gs denote the annulus

of radii (s, 1), 0 < s < 1,

Gs = {z ∈ C ; s < |z| < 1}.

The boundary of the annular domain Gs consists of two pieces sT and T:

∂Gs = sT ∪ T.
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In the sequel, we denote by G the open unit disk D or the annulus Gs; 0 < s < 1 and

by I an open connected subset of the boundary ∂G. We also equip the boundary ∂Gs

with the usual Lebesgue measure µ normalized so that the circles T and sT, each

have unit measure. Furthermore, we denote λ = µ(I)/2π, we assume that λ ∈ ]0, 1[

and we define by

‖f‖L1(I) =
1

2πλ

∫

I

|f(reiθ)| dθ,

the L1-norm of f on I, where r = s if I ⊂ sT and r = 1 if I ⊂ T.

For 1 6 p 6 ∞ and for an analytic function f on G, the integral

Mp(f, r) =

(
1

2π

∫ 2π

0

|f(reiθ)|p dθ
)1/p

and

M∞(f, r) = sup
06θ62π

|f(reiθ)|

provide one measure of growth and lead to a simple definition of Hardy spaces:

The Hardy space Hp(G) is defined as the set of all analytic functions f in G such

that Mp(f, r) remains bounded as r → 1 if G = D and Mp(f, r) remains bounded as

r → 1 and r → s in the annulus case.

The Hardy space Hp(Gs) can be identified with the direct sum:

Hp(Gs) = Hp(D)⊕Hp
0 (C \ sD),

where the Hardy spaceHp
0 (C\sD) is defined as the set of analytic functions in C\sD,

with zero limit at infinity.

For p = ∞, the Hardy space H∞(Gs) is defined as the space of bounded analytic

functions on Gs. According to [10], Theorem 7.1, it can be identified with the closed

subspace H∞(∂Gs) of L
∞(∂Gs).

For 1 < p < ∞, the space Hp(∂Gs) is defined to be the closure in the complex

Banach space Lp(∂Gs) of the set R(∂Gs) consisting of rational functions whose poles

lie in the complement ofGs. We have a natural one-to-one isomorphic correspondence

between the spaces Hp(Gs) and H
p(∂Gs) and this induces a Banach space structure

on Hp(Gs). For more details concerning the definitions and properties of Hardy

spaces, we refer the reader to [9], [11], [16], [25], [23], [24].

For k ∈ N and 1 6 p 6 ∞, we designate by Hk,p(G) the Hardy-Sobolev space

Hk,p(G) = {f ∈ Hp(G) : f (j) ∈ Hp(G); 1 6 j 6 k}.
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We endow the Banach space Hk,p(G) with the usual Sobolev norm

‖f‖p
Hk,p(G)

=

k∑

j=0

‖f (j)‖pLp(∂G),

where
‖f‖pLp(∂G) = ‖f‖pLp(T) + ‖f‖pLp(sT) if G = Gs,

‖f‖Lp(∂G) = ‖f‖Lp(T) if G = D.

Let Bk,p(G) = {f ∈ Hk,p(G) ; ‖f‖Hk,p(G) 6 1} be the closed unit ball of Hk,p(G).

We now state our main result.

Theorem 2.1. Let k ∈ N
∗, 1 6 p 6 ∞ and let I be a subarc of ∂G of length 2πλ;

λ ∈ ]0, 1[. There exist two non-negative constants α and Γ, depending only on k, p

and s, such that for every f ∈ Bk,p(G) satisfying ‖f‖L1(I) 6 e−Γ, we have

(2.1) ‖f‖Lp(∂G) 6
α

|λlog ‖f‖L1(I)|k
.

Note that Theorem 2.1 can be extended to any bounded subset of functions in

Hk,p(G). Note also that this kind of results generalizes those established in [7], [12],

[14], [13], [19], [20] and also improves upon [5], Lemma 4.2, since the upper bound

in (2.1) has no log-log term in the numerator.

Actually, Theorem 2.1 is of optimal type as shown by the following proposition.

Proposition 2.2. Assume I = {eiθ, π/2 6 θ 6 3π/2} and for a > 1, consider the

sequence of normalized functions in Bk,p(G),

fn = un/‖un‖Hk,p(G), un(z) = (z − a)n, n ∈ N
∗.

Then

(2.2) lim
n→∞

‖fn‖Lp(∂G)|log ‖fn‖L1(I)|k >

(1 + a

2

)k
logk

( (1 + a)2

1 + a2

)
(1 + o(1)).

We deduce clearly from Proposition 2.2 that the estimate (2.1) is of optimal type:

it is impossible to find a function ε which tends to zero at zero such that for all

f ∈ Bk,p(G),

‖f‖Lp(∂G) 6
1

|log(‖f‖L1(I))|k
ε(‖f‖L1(I)).

Note that the estimate (2.1) of Theorem 2.1 is false in the general setting where

f ∈ Hp only (we can consider the Hp normalized function of un).
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3. Basic properties

In this section, we give some basic properties which will be useful throughout the

paper. We start with the following Hardy’s convexity theorem (cf. [11], page 9). We

can also consult [16], [24] for more details.

Theorem 3.1. Let f be analytic in G and 0 < p 6 ∞. Let r > 0 be such that

s 6 r 6 1 if G = Gs and 0 < r 6 1 if G = D. Then logMp(f, r) is a convex function

of log r, which means that if

log r = α log r1 + (1− α) log r2 with s 6 r1 6 r2 6 1, 0 6 α 6 1,

then

Mp(f, r) 6 [Mp(f, r1)]
α[Mp(f, r2)]

1−α.

For p ∈ [1,∞] and n ∈ N, denote by Lp
n(T) the set of all 2π-periodic functions f

such that f (n−1) is locally absolutely continuous and f (n) ∈ Lp(T). The next lemma,

stated in [6], [18] deals with a variant of Kolmogorov-type inequality involving the

Lp means on T of a 2π-periodic function and its derivatives of higher-order. The

reader can consult [2], [3], [22] for further details concerning the Kolmogorov-type

inequality.

Lemma 3.2. Let 1 6 k < n be two integers. There exists a non-negative constant

Cp(n, k) such that for all functions f in the space L
p
n(T), we have

(3.1) ‖f (k)‖Lp(T) 6 Cp(n, k)‖f‖1−k/n
Lp(T) ‖f (n)‖k/nLp(T).

Note that for an analytic function f having an order n zero at the origin, Hardy,

Landau and Littlewood proved inequality (3.1) in the case p = 2 when the derivatives

are taken with respect to the complex variable z; (cf. [17]).

We recall also the following inequality, linked to [11], Theorem 5.6, and [13],

Lemma 3.4, which will be useful for the proof of Lemma 4.3 and Lemma 4.8.

Lemma 3.3. Let 1 6 p < ∞ and let f be an analytic function in G. Then for

s < r < 1 if G = Gs and 0 < r < 1 if G = D, we have

(3.2) M ′
p(f, r) 6Mp(f

′, r).
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4. Proofs of Theorem 2.1 and Proposition 2.2

This section is devoted to the proof of Theorem 2.1 and Proposition 2.2. To avoid

ambiguity, we can divide the proof into two steps:

4.1. Proof of main result in the case of the unit disk.

In this section, we need to recall some preliminary results. We can start by the

lemma about the mean growth of the derivative of an analytic function of the unit

disk (cf. [11], page 80, or [14], Lemma 2.3).

Lemma 4.1. Let f be analytic in D and let 0 < r < ̺ 6 1. Then

(4.1) Mp(f
′, r) 6

Mp(f, ̺)

̺2 − r2
.

Referring to [5], Lemma 4.1, and [14], Lemma 2.4, we get

Lemma 4.2. Let I be a subarc of T of length 2πλ, 0 < λ < 1 and let f be

a bounded analytic function in D such that ‖f‖L∞(D) 6 1. Then, for every z ∈ D,

we have

|f(z)| 6 ‖f‖λ(1−|z|)/2
L1(I) .

We now prove the following lemma which will be the basis for the proof of Theo-

rem 2.1.

Lemma 4.3. Let k be a positive integer, 1 6 p < ∞, and let f ∈ Hk,p(D) be

such that Mp(f
(k), 1) 6 1. Then, for 0 < r < 1, we have

(4.2) ‖f‖Lp(T) 6

k−1∑

s=0

(1 − r)s

s!
Mp(f

(s), r) +
[ log r

logMp(f (k), r)

]k
.

P r o o f. We first consider a function g inH1,p such thatMp(g
′, 1) 6 1; from (3.2)

we get

(4.3) M ′
p(g, r) 6Mp(g

′, r).

Applying Theorem 3.1 with r = t, r1 = r, r2 = 1, α log r = log t and the fact that

Mp(g
′, 1) 6 1, we obtain

(4.4) Mp(g
′, t) 6 [Mp(g

′, r)]log t/log r, 0 < r < t 6 1.

392



Since

(4.5) Mp(g, s)−Mp(g, r) =

∫ s

r

M ′
p(g, t) dt,

we derive that

Mp(g, s)−Mp(g, r) 6
[tlogMp(g

′,r)/log r+1]sr
logMp(g′, r)/log r + 1

(4.6)

6
log r

logMp(g′, r)
slogMp(g

′,r)/log r.

Now, by applying (4.6) to the function g = f (k−1) ∈ H1,p(D), and assuming 0 < r <

t 6 1, we get

(4.7) Mp(f
(k−1), t) 6Mp(f

(k−1), r) +
log r

logMp(f (k), r)
tlogMp(f

(k),r)/log r.

Writing (4.5) for f (k−2), making use of (4.3), and integrating both sides of the in-

equalities (4.7) with respect to t, 0 < r 6 t 6 s 6 1, we obtain

Mp(f
(k−2), s)−Mp(f

(k−2), r) 6 (s− r)Mp(f
(k−1), r)

+
[ log r

logMp(f (k), r)

]2
slogMp(f

(k),r)/log r+1.

Hence, after one integration, and for 0 < r < t 6 1, (4.7) leads to

Mp(f
(k−2), t) 6Mp(f

(k−2), r) + (t− r)Mp(f
(k−1), r)

+
[ log r

logMp(f (k), r)

]2
tlogMp(f

(k),r)/log r.

Thus, by repeating these integration argument (k − 2) times and for t = 1 we

obtain (4.2), which proves the lemma. �

We need also the following lemma.

Lemma 4.4. Let g ∈ Bk,p(D) and let us for r ∈ ]0, 1[ define dilated functions hr

by

hr(θ) = g(reiθ), θ ∈ R.

Then

(4.8) h(k)r (θ) = ik
k∑

j=1

cj,kr
jeijθg(j)(reiθ),

where c1,k = ck,k = 1 and cj,k satisfies the recurrent relation cj,k = jcj,k−1+cj−1,k−1.
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P r o o f. The proof is obvious for k = 1. Suppose now that equality (4.8) is true

for all integers s 6 k and let us derive the function hr(k + 1) times; then we get

h(k+1)
r (θ) = ik+1

( k∑

j=1

jcj,kr
jeijθg(j)(reiθ) +

k∑

j=1

cj,kr
j+1ei(j+1)θg(j+1)(reiθ)

)

= ik+1
k+1∑

j=1

cj,k+1r
jeijθg(j)(reiθ),

and (4.8) is proved for s = k + 1. �

Next, we establish the following control lemma.

Lemma 4.5. Let k ∈ N
∗, 1 6 p < ∞, f ∈ Bk,p(D) and let g = f/m, where m is

a non-negative constant chosen such that g ∈ Bk,p(D) and ‖g‖L∞(T) 6 1. Then for

every r ∈ ]0, 1[, we have

(4.9) Mp(g
(k), r) 6

βkN
(1−r)/(k+1)
I

rk(1− r)k/(k+1)
, NI = ‖g‖λ/2L1(I)

where βk is a non-negative constant depending only on k and p.

P r o o f. The proof is by induction on k ∈ N
∗. For k = 1 and 0 < r < 1, we

consider as in the proof of [13], Theorem 2.1, the dilated function hr,

hr(θ) = g(reiθ), θ ∈ R.

Then we have

(4.10) h′r(θ) = ireiθg′(reiθ) and h′′r (θ) = i2(reiθg′(reiθ) + r2e2iθg′′(reiθ)),

thus

(4.11) ‖h′′r‖Lp(T) 6 2(Mp(g
′, r) +Mp(g

′′, r)).

Applying Lemma 4.1 to the derivative g′ and g′′ with ̺ = 1, we obtain

(4.12) Mp(g
′, r) 6

Mp(g, 1)

1− r2
and Mp(g

′′, r) 6
Mp(g

′, 1)

1− r2
.

From (4.11), (4.12) and the fact that Mp(g, 1) +Mp(g
′, 1) 6 1, we get

(4.13) ‖h′′r‖Lp(T) 6 2
(Mp(g, 1)

1− r2
+
Mp(g

′, 1)

1− r2

)
6

2

1− r
.
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The Kolmogorov inequality (3.1) applied to the function hr yields

(4.14) ‖h′r‖Lp(T) 6 Cp(2, 1)‖hr‖1/2Lp(T)‖h
′′
r‖

1/2
Lp(T).

Furthermore, since ‖g‖L∞(T) 6 1, we deduce from Lemma 4.2 that

(4.15) ‖hr‖Lp(T) =Mp(g, r) 6 N1−r
I , NI = ‖g‖λ/2L1(I) 6 1.

In the sequel, inequalities (4.13), (4.14), (4.15) and the relation

(4.16) ‖h′r‖Lp(T) = rMp(g
′, r)

give

(4.17) Mp(g
′, r) 6

β1N
(1−r)/2
I

r(1− r)1/2
, where β1 =

√
2Cp(2, 1).

For k > 2, we suppose that (4.9) is true for all integers s less than k− 1. Then, from

Lemma 4.4 and by using the convex inequality

(4.18)

( n∑

i=1

ai

)p

6 np
n∑

i=1

api ,

we get

(4.19) Mp(g
(s+1), r) 6 (s+ 1)

(‖h(s+1)
r ‖Lp(T)

rs+1
+

s∑

j=1

cj,s+1
Mp(g

(j), r)

rs−j+1

)
.

Furthermore, Lemma 3.2 applied to the function hr gives

(4.20) ‖h(s+1)
r ‖Lp(T) 6 Cp(s+ 2, s+ 1)‖hr‖1/(s+2)

Lp(T) ‖h(s+2)
r ‖(s+1)/(s+2)

Lp(T) ,

while Lemma 4.4, the convex inequality (4.18) and Lemma 4.1 give

‖h(s+2)
r ‖Lp(T) 6 (s+ 2)

s+2∑

j=1

cj,s+2Mp(g
(j), r) 6

s+ 2

1− r2

s+1∑

j=0

cj+1,s+2Mp(g
(j), r).

Since
s+1∑
j=0

Mp(g
(j), 1) 6 1, we get

(4.21) ‖h(s+2)
r ‖Lp(T) 6

µs

1− r
, where µs = (s+ 2)

s+2∑

j=1

cj,s+2.
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Plugging (4.15) and (4.21) into (4.20), we derive the following control of the first

term on the right hand side of (4.19):

(4.22) ‖h(s+1)
r ‖Lp(T) 6 µ(s+1)/(s+2)

s Cp(s+ 2, s+ 1)
N

(1−r)/(s+2)
I

(1− r)(s+1)/(s+2)
.

For the second term on the right hand side of (4.19) we deduce from the recurrent

hypothesis that for s = 1, . . . , k − 1 and for every j = 1, . . . , s, there exists a non

negative constant βj such that

Mp(g
(j), r) 6

βj
rj(1− r)j/(j+1)

N
(1−r)/(j+1)
I , 0 < r < 1.

Since j 6 k, we have

N
(1−r)/(j+1)
I 6 N

(1−r)/(k+1)
I .

In the sequel, by using the monotonicity of the function t → rt(1 − r)t/(t+1) we get

for all j = 1, . . . , s that

(4.23)
Mp(g

(j), r)

rs−j+1
6

βj
rk(1− r)k/(k+1)

N
(1−r)/(k+1)
I , 0 < r < 1.

Plugging (4.22) and (4.18) into (4.20) we conclude the proof of the lemma. �

P r o o f of Theorem 2.1 in the case of the unit disk. The uniform case p = ∞ has
been proved by Chaabane and Feki in [7].

Let 1 6 p <∞, f ∈ Bk,p(D) and let g = f/m, where m is a non-negative constant

chosen such that

(4.24)

k∑

j=0

Mp(g
(j), 1) 6 1 and ‖g‖L∞(T) 6 1.

From Lemma 4.5 we obtain for every r ∈ ]0, 1[ the inequality

(4.25) Mp(g
(k), r) 6

βkN
(1−r)/(k+1)
I

rk(1− r)k/(k+1)
.

Let us choose r satisfying

(4.26) N1−r
I =

1

(log(1/NI))(k+1)Ck
, where Ck =

βk
(1− 2/e)k

.

Then r is equal to

r = 1− (k + 1)Ck
log log(1/NI)

log(1/NI)
.
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If we suppose that Ck > 2 and if we choose NI to be small enough in such a way

that

(4.27) NI < e−Γ, where Γ > e and
log Γ

Γ
=

2

e(k + 1)Ck
,

then we obtain

(4.28) 1− 2

e
6 r < 1.

Using the concavity of the function log, we get for r ∈ [1− 2/e, 1[ that

(4.29) A(r − 1) 6 log r 6 r − 1 where A = − log(1 − 2/e)

2/e
= 1.808 . . .

From (4.25) and the fact that 1− 2/e 6 r, we obtain

(4.30) Mp(g
(k), r) 6

CkN
(1−r)/(k+1)
I

(1− r)k/(k+1)
.

Also we have

(4.31)
logMp(g

(k), r)

log r
>

1

k + 1

logN1−r
I

log r
+

logCk

log r
− k

k + 1

log(1− r)

log r
.

For the first term on the right hand side of (4.31), we get from the first inequality

in (4.29) that

(4.32)
logN1−r

I

log r
>

(1− r) logNI

A(r − 1)
=

log(1/NI)

A
.

For the last two terms of (4.31), applying the second inequality of (4.29), we have

(4.33)
logCk

log r
− k

k + 1

log(1 − r)

log r
>

log(1 − r)

1− r
− logCk

1− r
.

By substituting the value of r, we get

1

(k + 1)Ck

(
−log(1/NI) +

log(1/NI)(log(k + 1) + log log(1/NI))

log log(1/NI)

)
.

Since we assume NI 6 e−Γ with Γ > e, the second term in the parentheses is positive

and we finally get the inequality

(4.34)
logCk

log r
− k

k + 1

log(1− r)

log r
> − log(1/NI)

(k + 1)Ck
.
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Plugging (4.32) and (4.34) into (4.31), we obtain

(4.35)
logMp(g

(k), r)

log r
>

( 1

A
− 1

Ck

) log(1/NI)

k + 1
,

where the constant in the parentheses is positive.

Furthermore, we know from Lemma 4.3 that

(4.36) ‖g‖Lp(T) 6

k−1∑

j=0

(1 − r)j

j!
Mp(g

(j), r) +
[ log r

logMp(g(k), r)

]k
.

Inequality (4.35) gives an upper bound for the above bracketed term. It remains to

control the means Mp(g
(j), r) of the derivatives of orders j = 0, . . . , k− 1, 0 < r < 1.

The case k = 1 is reduced to the single termMp(g, r) for which inequalities (4.15),

(4.26) together with the condition NI < 1/e give

Mp(g, r) 6
1

(log(1/NI))k
.

We assume now that k > 2. Then from Lemma 4.4 we get

(4.37) Mp(g
(j), r) 6

j

rj

(
‖h(j)r ‖Lp(T) +

j−1∑

l=1

cl,jMp(g
(l), r)

)
, 0 6 j 6 k − 1.

For the first term on the right hand side of (4.37) we obtain from the Kolmogorov

inequality, the fact that Mp(g, r) = ‖hr‖Lp(T) and Lemma 4.4 that

‖h(j)r ‖Lp(T) 6 Cp(j + 1, j)‖hr‖1/(j+1)
Lp(T) ‖h(j+1)

r ‖j/(j+1)
Lp(T)(4.38)

6 Cp(j + 1, j)(Mp(g, r))
1/(j+1)

(
(j + 1)

j+1∑

l=1

cl,j+1Mp(g
(l), r)

)j/(j+1)

.

Now, applying Theorem 3.1 to the function g(l), with r1 = r1/α, r2 = 1, 0 < α < 1

and since Mp(g
(l), 1) 6 1, we get

(4.39) Mp(g
(l), r) 6 (Mp(g

(l), r1))
α.

Furthermore, Lemma 4.1 applied to the derivatives g(l) with r = r1 and ̺ = r gives

(4.40) (Mp(g
(l), r1))

α 6
Mα

p (g
(l−1), r)

(r2 − r21)
α

.
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By repeating arguments (4.39) and (4.40) successively to the derivatives g(j) for

j = (l − 1), . . . , 1, we get

(4.41) Mp(g
(l), r) 6

Mαl

p (g, r)

(r2 − r21)
σl
, where σl =

l∑

s=1

αs.

Thus, we have

(4.42)

j+1∑

l=1

cl,j+1Mp(g
(l), r) 6 Cj

Mαj+1

p (g, r)

(r2 − r21)
σj+1

, where Cj =

j+1∑

l=1

cl,j+1.

Plugging inequality (4.42) into (4.38), we deduce that there exists a non-negative

constant γj such that

(4.43) ‖h(j)r ‖Lp(T) 6 γj
(Mp(g, r))

(1+jαj+1)/(j+1)

(r2 − r21)
jσj+1/(j+1)

,

and choosing α = (1− 1/k)1/(j+1), we get

(4.44) ‖h(j)r ‖Lp(T) 6 γj
(Mp(g, r))

1−1/k

(r2 − r21)
jα

,

where we have used the inequalities

σj+1 6 (j + 1)α, 1 + j
(
1− 1

k

)
> (j + 1)

(
1− 1

k

)
, j = 0, . . . , k − 1.

For the last term of (4.37) , we obtain from Theorem 3.1 applied with 0 < r1 <

r < 1, 0 < α < 1 and Lemma 4.1 the inequalities

j−1∑

l=1

cl,jMp(g
(l), r) 6

j−1∑

l=1

cl,j(Mp(g
(l), r1))

α(4.45)

6
(Mp(g, r))

αj−1

(r2 − r21)
(j−1)α

j−1∑

l=1

cl,j .

Plugging (4.44) and (4.45) into (4.37), we obtain

(4.46) Mp(g
(j), r) 6 Aj

(Mp(g, r))
1−1/k

rj(r2 − r21)
j

, where Aj = j

(
γj +

j−1∑

l=1

cl,j

)
.
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Next, from (4.26) and the inequalities

Mp(g, r) 6 N1−r
I , NI <

1

e
, (k + 1)

(
1− 1

k

)
Ck > k, k > 2,

we deduce that

(Mp(g, r))
1−1/k 6

1

(log(1/NI))k
.

Then
k−1∑

j=0

(1− r)j

j!
Mp(g

(j), r) 6
k−1∑

j=0

Aj

j!

(1− r)j

(r(r2 − r21))
j

1

(log(1/NI))k
.

For the second fraction in the sum, we have

1− r

r(r2 − r21)
=

1

r3
1− r

1− r2(1/α −1)

which is upper bounded by some constant B depending only on k and j since r

satisfies the inequalities in (4.28). Consequently,

(4.47)

k−1∑

j=0

(1− r)j

j!
Mp(g

(j), r) 6
AeC̃

(log(1/NI))k
, where A = max

06j6k−1
(Aj).

Making use of (4.35) and (4.47) in (4.36), we get that there exists a non-negative

constant βk depending only on k such that

‖g‖Lp(T) 6
βk

(log(1/NI))k
.

From the relation g = f/m and the definition of NI in (4.15), we derive that there

exists a non-negative constant αk depending only on k such that

‖f‖Lp(T) 6
αk

(λlog(m/‖f‖L1(I)))k
,

with αk = 2kmβk. This concludes the proof of (2.1). �

P r o o f of Proposition 2.2 in the case of the unit disk. To prove (2.2), we consider

the sequence of functions

un(z) = (z − a)n, a > 1 and n ∈ N
∗.

Let In := ‖un‖pLp(T), then by making use of the Laplace method [21], Chapter 3, we

derive the following asymptotic estimate:

In =
1

2π

∫
π

−π

(1 + a2 − 2a cos θ)np/2 dθ = (2πanp)−1/2(1 + a)np+1(1 + o(1)),
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Also we derive the estimate of the Sobolev norm:

‖un‖pHk,p(D)
= In + npIn−1 + . . .+ np(n− 1)p . . . (n− k + 1)pIn−k

= (2πanp)−1/2nkp(1 + a)pn−kp+1(1 + o(1)).

In the sequel, let fn = un/‖un‖Hk,p(D) be the H
k,p(D) normalized function of un.

Then

(4.48) ‖fn‖pLp(T) = n−kp(1 + a)kp(1 + o(1)), as n→ ∞.

Moreover,

‖un‖pL∞(I) = (1 + a2)np/2.

This implies that

(4.49) ‖fn‖pL∞(I) = (2πanp)1/2n−kp(1 + a)−np+kp−1(1 + a2)np/2(1 + o(1)),

as n tends to infinity.

Furthermore, we deduce from (4.37) and (4.38) that

lim
n→∞

‖fn‖Lp(T) log
k
( 1

‖fn‖L∞(I)

)
=

(1 + a

2

)k
logk

( (1 + a)2

1 + a2

)
(1 + o(1)) ,

from which the assertion (2.2) follows. �

4.2. Proof of main result in the case of the annulus.

As in the proof of the unit disk, we need to start with a preliminary lemma. First

of all, we recall a point-wise estimate based on a lower bound for the Poisson kernel

of the annulus Gs (cf. [12], Lemma 3.3).

Lemma 4.6. Let I be a subarc of ∂Gs of length 2πλ and let f be a bounded

analytic function in Gs such that m > ‖f‖L∞(∂Gs). Then, for every z ∈ Gs, we have

|f(z)| 6 m
∥∥∥
f

m

∥∥∥
(2λCs/ log s)(log s−log |z|)

L1(I)
if s < |z| 6

√
s,

|f(z)| 6 m
∥∥∥
f

m

∥∥∥
(2λCs/ log s) log |z|

L1(I)
if
√
s 6 |z| < 1.
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Referring to [11], page 80, and [14], Lemma 2.3, we have the following lemma.

Lemma 4.7. Let f be analytic in Gs and let 0 < s 6 ̺ < r < δ 6 1. Then

Mp(f
′, r) 6

Mp(f, δ)

δ2 − r2
+
Mp(f, ̺)

r2 − ̺2
.

We now prove the following lemma which will be the basis for the proof of our

main result.

Lemma 4.8. Let k ∈ N
∗, 1 6 p < ∞, and let f ∈ Hk,p(Gs) be such that

‖f (k)‖Lp(∂Gs) 6 1. Then, for 0 < s < r < 1, we have

(4.50) ‖f‖Lp(∂Gs) 6

k−1∑

j=0

(1− r)j + (r − s)j

j!
Mp(f

(j), r) +
[ log r + 2 log(s/r)

logMp(f (k), r)

]k
.

P r o o f. First of all, we observe that

(4.51) ‖f‖Lp(∂Gs) 6Mp(f, 1) +Mp(f, s).

So the proof can be divided into two steps:

For the first term on the left hand side of (4.51), let us consider a function g

in H1,p such that Mp(g
′, 1) 6 1; then, as in the proof of Lemma 4.3 we obtain for

0 < s < r < t 6 1 the inequality

(4.52) Mp(g
′, t) 6 (Mp(g

′, r))log t/log r.

Since for 0 < s < r < u 6 1

(4.53) Mp(g, u)−Mp(g, r) =

∫ u

r

M ′
p(g, t) dt,

we derive from (4.52) and Lemma 3.3 that

(4.54) Mp(g, u)−Mp(g, r) 6
log r

logMp(g′, r)
ulogMp(g

′,r)/log r.

Now by applying (4.54) to the function g = f (k−1) ∈ H1,p(Gs), and for 0 < s <

r < t 6 1, we get

(4.55) Mp(f
(k−1), t) 6Mp(f

(k−1), r) +
log r

logMp(f (k), r)
, tlogMp(f

(k),r)/log r.

402



Writing (4.53) for f (k−2), making use of Lemma 3.3 and integrating both sides of

the inequalities (4.55) with respect to t, 0 < s < r < t 6 u 6 1, we obtain

Mp(f
(k−2), u) 6Mp(f

(k−2), r) + (u− r)Mp(f
(k−1), r)(4.56)

+
[ log r

logMp(f (k), r)

]2
ulogMp(f

(k),r)/ log r.

Thus by repeating the integration argument (k − 2) times and for t = 1, we

conclude that

(4.57) Mp(f, 1) 6

k−1∑

j=0

(1− r)j

j!
Mp(f

(j), r) +
[ log r

logMp(f (k), r)

]k
.

For the second term onn the left hand side of (4.51), we obtain by using Theo-

rem 3.1 and the fact that Mp(g
′, s) 6 1, the inequality

(4.58) Mp(g
′, t) 6Mp(g

′, r)(log s−log t)/(log s−log r), 0 < s < t < r 6 1.

From (4.3) and the triangle inequality we get

(4.59) Mp(g, u) 6Mp(g, r) +

∫ r

u

Mp(g
′, t) dt, 0 < s < u < t < r 6 1,

then, if we suppose that Mp(g
′, r) 6 (s/r)

2
, we deduce from (4.58) and (4.59) that

Mp(g, u) 6Mp(g, r) + (Mp(g
′, r))log s/ log(s/r)

[
2 log(s/r)/ logMp(g

′, r)
]

(4.60)

× ulogMp(g
′,r)/(log(r/s)+1).

Now, by applying (4.60) to the function g = f (k−1) ∈ H1,p(Gs) and for 0 < s <

t < r 6 1, we get

Mp(f
(k−1), t) 6Mp(f

(k−1), r) + (Mp(f
(k), r))log s/ log(s/r)(4.61)

× 2 log(s/r)

logMp(f (k), r)
tlogMp(f

(k),r)/(log r−log s).

Writing (4.59) for f (k−2) and integrating both sides of the previous inequality with

respect to t, 0 < s 6 u < t < r 6 1, we obtain

Mp(f
(k−2), u) 6Mp(f

(k−2), r) + (r − u)Mp(f
(k−1), r) + (Mp(f

(k), r))log s/(log(s/r))

×
[ 2 log(s/r)

logMp(f (k), r)

]2
ulogMp(f

(k),r)/log r.
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Thus, by repeating this integration argument (k − 2) times and for u = s, we

obtain

(4.62) Mp(f, s) 6

k−1∑

j=0

(r − s)j

j!
Mp(f

(j), r) +
[ 2 log(s/r)

logMp(f (k), r)

]k
.

Combining inequalities (4.62) and (4.57), we obtain (4.50), which proves the lemma.

�

Next, we prove the following control lemma.

Lemma 4.9. Let k ∈ N
∗, 1 6 p < ∞ and f ∈ Bk,p(Gs) and let g = f/m, where

m is a non-negative constant chosen such that g ∈ Bk,p(Gs) and ‖g‖L∞(∂Gs) 6 1.

Then for every r ∈ ]s, 1[ we have

(4.63) Mp(g
(k), r) 6

βk(1− s)1/(k+1)

sk(r − s)k/(k+1)

N
log r/((k+1)log s)
I

(1 − r)k/(k+1)
; NI = ‖g‖2λCs

L1(I)

where βk is a non-negative constant depending only on k and p.

P r o o f. Let f ∈ Bk,p(Gs) and let g = f/m, where m is a non-negative constant

chosen such that g ∈ Bk,p(Gs) and ‖g‖L∞(∂Gs) 6 1. For k = 1, let us for r ∈ ]s, 1[

set hr(θ) = g(reiθ). Then, as was proved in (4.11), we get

(4.64) ‖h′′r‖Lp(T) 6 2(Mp(g
′, r) +Mp(g

′′, r)).

Applying Lemma 4.7 to the derivative g′ and g′′ with δ = 1 an ̺ = s, we obtain

(4.65) Mp(g
′, r) 6

Mp(g, 1)

1− r2
+
Mp(g, s)

r2 − s2

and

(4.66) Mp(g
′′, r) 6

Mp(g
′, 1)

1− r2
+
Mp(g

′, s)

r2 − s2
.

Hence, from (4.64), (4.65), (4.66), the facts that Mp(g, 1) + Mp(g
′, 1) 6 1 and

Mp(g, s) +Mp(g
′, s) 6 1 we get

(4.67) ‖h′′r‖Lp(T) 6 2
( 1

1− r2
+

1

r2 − s2

)
6

1− s

s(1− r)(r − s)
.

Since ‖h′r‖Lp(T) = rMp(g
′, r), from (4.67) and the Kolmogorov-type inequality (3.1)

we obtain

(4.68) rMp(g
′, r) 6 Cp(2, 1)‖hr‖1/2Lp(T)

(1− s)1/2

s1/2(1− r)1/2(r − s)1/2
.
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On the other hand, using the second inequality of Lemma 4.6 and the fact that

‖g‖L∞(∂Gs) 6 1, we obtain for every r ∈ ]
√
s, 1[ the inequality

(4.69) ‖hr‖Lp(T) =Mp(g, r) 6 N
log r/log s
I , NI = ‖g‖2λCs

L1(I).

Hence, plugging (4.69) into (4.68) we derive

(4.70) Mp(g
′, r) 6

β1(1− s)1/2

s(r − s)1/2
N

log r/2 log s
I

(1− r)1/2
, where β1 = Cp(2, 1).

For k > 2, we suppose that inequality (4.63) is true for all j = 1, . . . , k − 1. Then,

as was proved in (4.19), we get

(4.71) Mp(g
(j+1), r) 6 (j + 1)

(‖h(j+1)
r ‖Lp(T)

rj+1
+

j∑

l=1

cl,j+1
Mp(g

(l), r)

rj−l+1

)
.

For the first term on the right hand side of (4.71), by applying the Kolmogorov-

type inequality (3.1) to the function hr, we obtain

(4.72) ‖h(j+1)
r ‖Lp(T) 6 Cp(j + 2, j + 1)‖hr‖1/(j+1)

Lp(T) ‖h(j+2)
r ‖(j+1)/(j+2)

Lp(T) .

Since

‖h(j+2)
r ‖Lp(T) 6 (j + 2)

j+2∑

l=1

cl,j+2Mp(g
(l), r),

by applying Lemma 4.7 to the derivative g(l) with δ = 1, ̺ = s and the fact that

j+1∑

l=0

Mp(g
(l), 1) +Mp(g

(l), s) 6 1,

we obtain

(4.73) ‖h(j+2)
r ‖Lp(T) 6

j + 2

2

j+2∑

l=1

cl,j+2
(1− s)

s(r − s)(1 − r)
.

Plugging (4.69) and (4.73) into (4.72), we deduce

(4.74) ‖h(j+1)
r ‖Lp(T) 6

γj (1− s)1/(j+2)

s(j+1)/(j+2) (r − s)(j+1)/(j+2)

N
log r/((j+2)log s)
I

(1 − r)(j+1)/(j+2)
,

where

γj = Cp(j + 2, j + 1)

(
j + 2

2

j+2∑

l=1

cl,j+2

)(j+1)/(j+2)

.
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Since we have supposed by induction that (4.63) is true for all j = 1, . . . , k− 1, then

we get from (4.74) and (4.71) the desired inequality

Mp(g
(k), r) 6

βk(1− s)1/(k+1)

sk(r − s)k/(k+1)

N
log r/((k+1)log s)
I

(1 − r)k/(k+1)
, where βk > 0.

Thus (4.63) is true for j = k and this concludes the proof of the lemma. �

We are now in a position to establish the main control theorem in the Hardy-

Sobolev spaces Hk,p(Gs) for every integer k and 1 6 p 6 ∞.
P r o o f of Theorem 2.1 in the case of the annulus. The uniform case p = ∞ has

been proved by [12]. Let f ∈ Bk,p(Gs) and let g = f/m, where m is a non-negative

constant chosen such that

(4.75)

k∑

j=0

Mp(g
(j), 1) +Mp(g

(j), s) 6 1 and |g‖L∞(∂Gs) 6 1.

From Lemma 4.9, we obtain for every r ∈ ]
√
s, 1[ the following inequality

(4.76) Mp(g
(k), r) 6

βk(1 − s)1/(k+1)

sk(r − s)k/(k+1)

N
log r/((k+1) log s)
I

(1 − r)k/(k+1)
.

Let us choose r satisfying

(4.77) N
log r/ log s
I =

1

(log(1/NI))(k+1)βk
,

and consequently,

(4.78) log r = (k + 1)βk log s
log log(1/NI)

log(1/NI)
.

If we suppose that βk > 2 and if we choose NI to be small enough in such a way

that

NI < e−Γ, where Γ > e and
log Γ

Γ
=

1

2(k + 1)βk
,

then we verify that

(4.79)
√
s 6 r < 1.

Also, we have from the concavity of the function log that

(4.80)
log s

2(
√
s− 1)

(r − 1) 6 log r 6 r − 1 ∀ r ∈ [
√
s, 1[.

406



Furthermore, from (4.76), we deduce that the quantity logMp(g
(k), r)/ log r is greater

than

(4.81)
log(1/NI)

−(k + 1) log s
+

1

k + 1

[ log βk+1
k (1−s)

sk(k+1)(r−s)k

log r
− log(1− r)k

log r

]
.

By using the first inequality of (4.80) and the fact that r >
√
s, we prove that the

bracket term of (4.81) is greater than

(
log

2k(1 −√
s)klogk r

logk s
− log

βk+1
k (1− s)

sk(k+1)(
√
s− s)k

)/
− log r,

which is equal to

(4.82)
1

− log r
logA

(2(k + 1))k logk r

((k + 1)βk)k log
k s

where A =
(sk+1

√
s)k(1−√

s)2k−1

βk(1 +
√
s)

< 1.

By substituting the value of log r, (4.82) becomes

− log(1/NI)

(k + 1)βk log s

(
−k + logA

log log(1/NI)
+
k log 2(k + 1) + k log log log(1/NI)

log log(1/NI)

)
.

Since, NI 6 e−Γ; Γ > e, we observe that the last term in the parentheses is positive,

and then we deduce that

(4.83)
log βk+1(1−s)

sk(k+1)(r−s)k

log r
− log(1− r)k

log r
>

− log(1/NI)

(k + 1)βk log s

(
−k + logA

log Γ

)
.

Plugging (4.83) into (4.81), we get

(4.84)
logMp(g

(k), r)

log r
>

−1

(k + 1) log s

[
1 +

1

βk

(
−k + logA

log Γ

)]
log(1/NI),

where the constant in the bracket term is positive when we choose βk > k −
logA/ log Γ.

We recall that from Lemma 4.8 we have

‖g‖Lp(∂Gs) 6

k−1∑

j=0

(1 − r)j + (r − s)j

j!
Mp(g

(j), r) +
[ log r + 2 log(s/r)

logMp(g(k), r)

]k
.

Inequality (4.84) gives an upper bound for the above bracketed term. It remains to

control the means Mp(g
(j), r) of the derivatives of orders j = 0, . . . , k − 1.
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The case k = 1 is reduced to the single termMp(g, r) for which inequalities (4.69),

(4.77), together with the condition NI < 1/e, give

Mp(g, r) 6
1

(log(1/NI))k
.

We assume now that k > 2. Then from Lemma 4.4 we get

(4.85) Mp(g
(j), r) 6

j

rj

(
‖h(j)r ‖Lp(T) +

j−1∑

l=1

cl,jMp(g
(l), r)

)
.

For the first term in the parentheses, we obtain from the Kolmogorov-type inequal-

ity (3.1), the fact that Mp(g, r) = ‖hr‖Lp(T), Lemma 4.4, Theorem 3.1 for r1 = r1/α,

r2 = 1, 0 < α < 1 and Lemma 4.7 that

‖h(j)r ‖Lp(T) 6 Cp(j + 1, j)‖hr‖1/(j+1)
Lp(T) ‖h(j+1)

r ‖j/(j+1)
Lp(T)

6 Cp(j + 1, j)(Mp(g, r))
1/(j+1)

(
(j + 1)

j+1∑

l=1

Cl,j+1Mp(g
(l), r)

)j/(j+1)

6 Cp(j + 1, j)(Mp(g, r))
1/(j+1)

(
(j + 1)

j+1∑

l=1

Cl,j+1(Mp(g
(l), r1))

α

)j/(j+1)

6
γj(r − s)jα/(j+1)(Mp(g, r))

(1+jαj+1)/(j+1)

2jα/(j+1)(s(r − r1)(r1 − s))jσj/(j+1)
,

where

σj =

j+1∑

l=1

αl and γj = Cp(j + 1, j)

(
(j + 1)

j+1∑

l=1

cl,j+1

)j/(j+1)

.

Choosing α = (1 − 1/k)1/(j+1), we get

(4.86) ‖h(j)r ‖Lp(T) 6
γj(r − s)j/(2(j+1))(Mp(g, r))

(1−1/k)

2j/(2(j+1))(s(r − r1)(r1 − s))j(1−1/k)1/(j+1)
.

For the last term of (4.85), we obtain from Theorem 3.1 with 0 < s < r1 = r1/α <

r < 1, 0 < α < 1 and Lemma 4.7 that

j−1∑

l=1

cl,jMp(g
(j), r) 6

j−1∑

l=1

cl,j(Mp(g
(l), r1))

α(4.87)

6
(r − s)1/2(Mp(g, r))

(1−1/k)(j−1)/(j+1)

21/2(s(r − r1)(r1 − s))(j−1)(1−1/k)1/(j+1)

j−1∑

l=1

cl,j .
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Plugging (4.86) and (4.87) into (4.85), we get

(4.88) Mp(g
(j), r) 6

Cj(r − s)j/(2(j+1))(Mp(g, r))
(1−1/k)

(rs(r − r1)(r1 − s))j
,

where

Cj =
j

2j/(2(j+1))

(
γj +

j−1∑

l=1

cl,j

)
.

Hence, from (4.77), the fact that Mp(g, r) 6 N
log r/ log s
I and the inequalities

NI < 1/e, (k + 1)
(
1− 1

k

)
βk > k for k > 2,

we deduce that

(Mp(g, r))
(1−1/k)

6
1

(log(1/NI))k
.

Hence,

k−1∑

j=0

(1− r)j + (r − s)j

j!
Mp(g

(j), r)

6

k−1∑

j=0

Cj

j!

((1− r)j + (r − s)j)(r − s)j/(2(j+1))

(rs(r − r1)(r1 − s))j
1

(log(1/NI))k
.

Furthermore, we observe that

((1 − r)j + (r − s)j)(r − s)j/(2(j+1))

(rs(r − r1)(r1 − s))j

=
[(1− r)j + (r − s)j ](r − s)j/(2(j+1))

(r2s)j(r(k/(k−1))1/(j+1) − s)j
1

(1− r((k/(k−1))1/(j+1−1))
,

which is upper bounded by a constant C̃ depending only on k, j and s, since r

satisfies the inequalities in (4.79).

Consequently

(4.89)
k−1∑

j=0

(1 − r)j + (r − s)j

j!
Mp(g

(j), r) 6
CeC̃

(log(1/NI))k
,

where C = max(Cj) for j = 0, . . . , k − 1.

Plugging (4.84) and (4.89) into (4.50) we get that there exists an explicit constant

δ depending only on k, s and p such that

‖g‖Lp(∂Gs) 6
δ

(log(1/NI))k
.
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Making use of the relation g = f/m and the definition of NI in (4.69), we derive

that

‖f‖Lp(∂Gs) 6
mδ/(2Cs)

k

(λlog(1/‖f‖L1(I)))k
6

α

(λlog(1/‖f‖L1(I)))k
,

where α = mδ/(2Cs)
k. We conclude the proof of Theorem 2.1 in the annular case.

�

P r o o f of Proposition 2.2 in the case of the annulus. For a > 1, we consider the

sequence of polynomials

un(z) = (z − a)n, n > 1.

As have as in the proof of the open unit disk case we have that

In := ‖un‖pLp(T) =
1

2π

∫
π

−π

(1 + a2 − 2a cos θ)np/2 dθ

= (2πanp)−1/2 (1 + a)np+1 (1 + o(1)),

and

Jn := ‖un‖pLp(sT) =
1

2π

∫
π

−π

(a2 + s2 − 2as cos θ)np/2 dθ

= (2πanps)−1/2(a+ s)np+1(1 + o(1)).

Then we deduce that

‖un‖pHk,p(Gs)
= In + Jn + np(In−1 + Jn−1) + np(n− 1)p . . . (n− k + 1)p(In−k + Jn−k)

= (2πanp)−1/2nkp(a+ 1)1+np−kp(1 + o(1)),

and also

‖fn‖pL∞(I) = (2πanp)1/2n−kp(1 + a)−np+kp−1(1 + a2)np/2(1 + o(1)).

Hence,

lim
n→∞

‖fn‖Lp(T)log
k(1/‖fn‖L∞(I)) =

(1 + a

2

)k
logk

((1 + a)2

1 + a2

)
(1 + o(1)),

which concludes the proof of (2.2). �

Note that Theorem 2.1 still holds when the subset I is the union of a finite number

of connected subsets. We get there the following corollary.

Corollary 4.10. Let k ∈ N
∗, 1 6 p 6 ∞ and let I be the union of a finite number

of connected subsets of ∂G of length 2πλ; λ ∈ ]0, 1[. There exists two non-negative
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constants α and Γ, depending only on k5, p and s, such that for every f ∈ Bk,p(G)

satisfying ‖f‖L1(I) 6 e−Γ, we have

‖f‖Lp(∂G) 6
α

|λ log ‖f‖L1(I)|k
.

P r o o f. Let n ∈ N
∗ and let for j = 1, . . . , n; Ij be an open connected subset of

the boundary of G of length 2πλj ; 0 < λj < 1 such that I = I1 ∪ . . . ∪ In.
By applying Theorem 2.1 to each Ij , we prove that there exist two non-negative

constants αj and Γj , depending only on k, p and s, such that for every f ∈ Bk,p(G)

satisfying ‖f‖L1(I) 6 e−Γj , we have

(4.90) ‖f‖Lp(∂G) 6
αj

|λj log ‖f‖L1(Ij)|k
.

Since

‖f‖L1(Ij) 6
λ

λj
‖f‖L1(I),

hence, if we choose Γ = sup
16j6n

Γj , we derive from (4.90) and the monotonicity of the

mapping x 7−→ 1/ log(1/x) that

‖f‖Lp(∂G) 6
αj

|λi log ‖f‖L1(Ij)|k
6

2kαj/λ
k
j

|log ‖f‖L1(I)|k
,

where in the latter inequality we have assumed that ‖f‖L1(I) 6 (λj/λ)
2, which is

satisfied if we suppose further that e−Γ 6 (λj/λ)
2; j = 1, . . . , n. We conclude the

proof of the corollary by setting α = sup
16j6n

(2kαj/λ
k
j ). �

5. Concluding remarks

We have established in the present paper an optimal estimate of 1/ log-type in

the Hardy-Sobolev spaces Hk,p(G), 1 6 p 6 ∞, and k is a positive integer (G is the
unit disk D or the annulus Gs). More precisely, we have studied the behavior with

respect to the Lp-norm of functions, elements of the unit ball of Hk,p(G), on the

whole boundary of G with respect to the L1-norm on an open connected subset I of

the boundary ∂G.

(1) We have observed that our result still holds in more general situations of

a smooth connected domain g in R
2:

(a) For simply-connected domain: Theorem 2.1 remains valid in a simply-

connected bounded Jordan domain g in R2 with C1,β boundary, β ∈ ]0, 1[.
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It is a well known result (cf. [15], Theorems 3.5 and 3.6) that there ex-

ists a conformal mapping ψ from D onto g having a C1 extension to D.

Moreover, the derivative ψ′ does not vanish on the unit circle T.

(b) For doubly-connected domain: Theorem 2.1 remains also valid in a doubly-

connected domain g in R
2 with C1,β boundary, 0 < β < 1, made of two

non-intersecting closed C1,β Jordan curves: By applying the extensions of

[15], Theorems 3.5 and 3.6, given in [4], Proposition 4.2, and also in [20],

we can deduce that there exists a conformal mapping ψ from Gs onto g

having a C1 extension to Gs.

(2) We have also observed in Corollary 4.10 that Theorem 2.1 still holds when the

subset I is supposed to be a finite union of connected subsets.

(3) Questions concerning the behaviour of the constants α and Γ mentioned in the

main result are of interest and will be undertaken in a subsequent work. Note

that in the particular case G = D, k = 1 and for the uniform norm where p = ∞,
an upper bound for the constant α has been established in [7]. Let us mention

also that the question under investigation is to give the optimal constant α in

inequality (2.1):

α = max
f∈Bk,2(Gs)

‖f‖L2(∂Gs)|log ‖f‖L1(I)|k.

(4) We finally mention [7], [14], where stability of Cauchy’s problem for the Laplace

operator in the bi-dimensional case and for the inverse problem of identifying

Robin’s coefficients by boundary measurements have been studied when G = D

and p = 2,∞. In this context, we consider the Cauchy problem

(CP)





−∆u = 0 in D;

∂nu = Φ on I;

u = f on I,

where ∂nu stands for the partial derivative of u with respect to the outer normal,

Φ denotes the imposed current flux and f the potential measurement. Then,

we establish the following logarithmic stability result:

Let Φ ∈ C0(I), K > 0 and 1 6 p 6 ∞. We denote by WK the set

WK = {u ∈W 1,p(∂G), ‖u‖W 1,p(∂G) 6 K}.

Let ui ∈ WK be the solution of (CP ) when f = fi; i = 1, 2. If ‖f1 − f2‖L1(I) < e−Γ,

then

‖u1 − u2‖Lp(T) 6
β

|log(‖f1 − f2‖L1(I))|
,

where Γ, β > 0 are constants depending only on Φ, I and K.
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