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#### Abstract

We apply an approximation by means of the method of lines for hyperbolic stochastic functional partial differential equations driven by one-dimensional Brownian motion. We study the stability with respect to small $L^{2}$-perturbations.
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## 1. Introduction

The numerical approximation of stochastic partial differential equations (SPDE's) encounters all difficulties that arise in the numerical solution of deterministic PDE's as well as technicalities caused by the nature of the driving white noise process. A well known procedure used to approximate SPDE's is the method of lines. It is a semidiscrete numerical method where the derivatives $\frac{\partial}{\partial x} u(t, x)$ with respect to the space variable are approximated by the finite difference quotients

$$
\frac{u(t, x)-u(t, x-h)}{h} \text { or } \quad \frac{u(t, x+h)-u(t, x)}{h},
$$

where $h>0$ is a discretization step. By approximating the derivatives we reduce the given PDE to a system of ordinary differential equations. Once spatial derivatives are discretized, we transfer the large system of SPDE's to an integral fixed-point equations taking values in $\mathbb{R}^{d}$ or Banach spaces. These integral equations are of Volterra type. The most important property of the scheme is convergence. It means that the solution of the difference scheme approximates the solution of the corresponding partial differential equation and the approximation improves as the grid spacing $h$
tends to zero. The concept of the stability of the semidiscrete numerical scheme is to perturb both initial condition and the right-hand side of the main equation. These perturbations do not amplify as the discretization step decreases. Under these conditions we prove the convergence of the perturbed solution to the exact solution in the appropriate norm as the discretization step $h$ tends to zero. Next, from the Lax equivalence theorem, we obtain the convergence of the scheme. For the proof of convergence of the method of lines scheme we use an integral representation of the first-order hyperbolic equation and its semidiscrete counterpart. The effectiveness of that representation follows from the method of lines analysis in [16] based on the maximum principle. There is no classical maximum principle for stochastic PDE's, instead we use Doob's martingale inequality to estimate classical Itô integrals. The stability of the method of lines for autonomous linear evolution equation is shown in [20].

The method of lines was widely used to discretize deterministic partial differential equations of various types. It was applied to hyperbolic differential equations by Kreiss and Scherer in [14]. In [3] we can find the method of lines for second-order hyperbolic integro-differential equations in $\mathbb{R}^{n}$ of the form

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u}{\partial t^{2}}(t, x)-\nabla^{2} u(t, x)=f(t, x)+\int_{0}^{t} k(t-s) \nabla^{2} u(s, x) \mathrm{d} s \text { for }(t, x) \in(0, T] \times \mathbb{R}^{n} \\
u(0, x)=f_{1}(x), \quad \frac{\partial u}{\partial t}(0, x)=f_{2}(x) \text { for } x \in \mathbb{R}^{n}
\end{array}\right.
$$

A spatial approximation for evolution equations can be found in the work of Bátkai, Csomós and Nickel in [4].

Random transport equations are considered by many authors. The first one who introduced a new type of partial differential equation of first order with a random coefficient of the form

$$
\frac{\partial u}{\partial t}(t, x ; \omega)+\left\{\dot{B}_{t}(\omega)+b(t, x)\right\} \frac{\partial u}{\partial x}(t, x ; \omega)=c(t, x) u(t, x ; \omega)+d(t, x)
$$

on $[0, T] \times \mathbb{R}$ was Funaki [9]. Kim [12] focused on the Cauchy problem for transport equations with random noise.

The stability of difference schemes whose accuracy is of the second-order for hyperbolic-parabolic equations is studied in [2]. A difference scheme for the Cauchy problem for a hyperbolic equation with a self-adjoint operator is introduced in [1]. The stability of the numerical solution of hyperbolic partial differential-difference equations forward in time and backward in space and error analysis can be found in [22].

There are a number of papers which deal with the method of lines applied to stochastic differential equations. In [23] a finite-difference method is employed to
approximate a class of stochastic partial differential equations in weighted Sobolev spaces. The spatial discretization in [21] is carried out using a second-order finite volume method and it is tested for a stochastic advection-diffusion problem and a stochastic Burgers equation driven by white noise. The method of lines for linear eliptic and parabolic SPDE's is presented in [17]. The case of fractional heat equations perturbed by multiplicative cylindrical white noise is treated in [7]. The space discretization for stochastic wave equations is performed in [19].

The aim of this paper is to discuss the uniform stability of the space discretization for the initial value problem corresponding to the stochastic partial differential equation which arises from the McKendrick-von Foerster equation of the form

$$
\begin{aligned}
\frac{\partial u}{\partial t}(t, x)+c \frac{\partial u}{\partial x}(t, x)= & u(t, x) \lambda\left(t, x, u(t, x), \int_{0}^{\infty} u(t, y) \mathrm{d} y\right) \\
& +\int_{-r}^{0} \int_{-\infty}^{\infty} K(t, s, y) u(t+s, y) \mathrm{d} y \mathrm{~d} s \dot{B}_{t}
\end{aligned}
$$

with the boundary condition $u(t, 0)=v(t)$ for $t \in[0, T]$. Note that the nonlocal coefficient of $\dot{B}_{t}$ is independent of $x$. We study the following generalization of the above modified McKendrick-von Foerster equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)+a(t, x) \frac{\partial u}{\partial x}(t, x)=f\left(t, x, u_{(t, x)}\right)+g\left(t, u_{(t, 0)}\right) \dot{B}_{t} \tag{1.1}
\end{equation*}
$$

where $u_{(t, x)}$ is a Hale-type operator, i.e. $u_{(t, x)}(\tau, \theta)=u(t+\tau, x+\theta)$ for $(\tau, \theta) \in$ $[-r, 0] \times \mathbb{R}, r \geqslant 0,(t, x) \in[0, T] \times \mathbb{R}$. It is crucial for the given volatility $g$ to be independent of $x$, therefore its composition with the Hale operator has to be independent of $x$. Hence, we can use it at $(t, 0)$. An example of a diffusion term that satisfies the assumptions under which we prove our main results is $g(t, u(t, 0))=$ $\sup _{x} u(t, x)$. This example shows that the technique of the paper is subtle and nearly optimal. One can verify that it is not possible to include in $g$ any dependence on $x$, because this would lead to Volterra-Itô integrals which are no longer martingales.

The main result of the paper, i.e. the stability of the method of lines (Theorem 3.6), is demonstrated by means of appropriate estimates for an infinite-dimensional system of SDE's (Lemma 3.3). For simpler differential operators associated with the method of lines, e.g. defined by

$$
\left(A_{h} x\right)_{k}=\frac{x_{k+1}-x_{k}}{h}, \quad D\left(A_{h}\right)=l^{p}(\mathbb{Z}), \quad k \in \mathbb{Z}, x \in l^{p}(\mathbb{Z}), p \geqslant 1,
$$

one needs to find its spectrum and show that

$$
\sup _{t \in[0, T], h \in[0,1]}\left\|\mathrm{e}^{A_{h} t}\right\|<\infty .
$$

Equation (1.1) is much more complicated, because the coefficient $a(t, x)$ depends on time and space. Thus, the respective semigroup of operators has no infinitesimal generator, not to mention any spectral properties, inevitable in the frame of Da Prato and Zabczyk [6]. Even if we dropped the time dependence, so $a(t, x)=a(x)$, then spectral properties of the infinitesimal generator $\left(A_{h} x\right)_{k}=a_{k}\left(x_{k+1}-x_{k}\right) / h$ would not be obvious. Since the main problem arises in mathematical biology and plays the role of a transport equation describing the kinetics of some densities [18], it should be treated in $l^{\infty}$ or $l^{1}$.

The paper is organized as follows. In Section 2 we introduce basic notations and formulate the problem. The main result concerning the stability of the method of lines (Section 3) bases on several lemmas: the representation, existence and uniqueness, and the estimation of solution. Proofs of these lemmas are presented in Section 4.

## 2. Formulation of the problem

Fix $T>0$ and $0 \leqslant r<\infty$. Denote $\mathbb{R}_{+}=[0, \infty), \mathbb{Z}_{+}=\{0,1, \ldots\}$. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, $\left\{B_{t}\right\}_{0 \leqslant t \leqslant T}$ the standard one-dimensional Brownian motion, $\left\{\mathcal{F}_{t}\right\}_{0 \leqslant t \leqslant T}=\sigma\left(B_{s}, 0 \leqslant s \leqslant t\right)$ its natural filtration which we extend as $\mathcal{F}_{t}:=\mathcal{F}_{0}$ for $t \in[-r, 0)$. We recall that a standard one-dimensional Brownian motion is a stochastic process $\left\{B_{t}\right\}_{0 \leqslant t \leqslant T}$ with the following properties:
(1) $B_{0}=0$;
(2) With probability 1 the function $t \mapsto B_{t}$ is continuous in $t$;
(3) The process $\left\{B_{t}\right\}_{0 \leqslant t \leqslant T}$ has stationary, independent increments;
(4) The increment $B_{t+s}-B_{s}$ has the normal distribution with mean 0 and variance $t$.

Let $L^{2}(\Omega)$ be the space of all random variables $Y: \Omega \rightarrow \mathbb{R}$ such that $\mathbb{E}\left[Y^{2}\right]<\infty$. By $\dot{B}_{t}$ we denote the time-dependent one-dimensional white noise, a formal or a distributional derivative of Brownian motion. It is a generalized stochastic process constructed as a probability measure on the space of tempered distributions, that is the dual of the Schwartz space of rapidly decreasing smooth real valued functions on $\mathbb{R}$ (see [10]). Let $D_{0}=[-r, 0] \times \mathbb{R}$ and $D_{T}=[-r, T] \times \mathbb{R}$. By $\mathcal{C}_{D_{T}}$ we denote the space of these continuous and $\left\{\mathcal{F}_{t}\right\}_{0 \leqslant t \leqslant T}$-adapted processes $u: D_{T} \rightarrow L^{2}(\Omega)$ which satisfy

$$
\begin{equation*}
\|u\|_{\mathcal{C}_{D_{T}}}^{2}:=\mathbb{E}\left[\sup _{t \in[-r, T], x \in \mathbb{R}}\left|u^{2}(t, x)\right|\right]<\infty . \tag{2.1}
\end{equation*}
$$

Then $\mathcal{C}_{D_{T}}$ is a Banach space with respect to $\|\cdot\|_{\mathcal{C}_{D_{T}}}$. For $(t, x) \in[0, T] \times \mathbb{R}$ we define a Hale-type operator of the form

$$
u_{(t, x)}(\tau, \theta)=u(t+\tau, x+\theta), \quad(\tau, \theta) \in D_{0} .
$$

Notice that the domain of the Hale-type operator is unbounded. Usually it is considered to be a compact set (see [15]). Suppose that $a:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}, f$ : $[0, T] \times \mathbb{R} \times \mathcal{C}\left(D_{0}, \mathbb{R}\right) \rightarrow \mathbb{R}, g:[0, T] \times \mathcal{C}\left(D_{0}, \mathbb{R}\right) \rightarrow \mathbb{R}, \varphi: D_{0} \rightarrow \mathbb{R}$ are continuous functions and $\mathcal{C}\left(D_{0}, \mathbb{R}\right)$ denotes the space of all continuous functions $v: D_{0} \rightarrow \mathbb{R}$. We consider the following initial value problem for the first-order stochastic functional partial differential equation

$$
\begin{cases}\frac{\partial u}{\partial t}(t, x)+a(t, x) \frac{\partial u}{\partial x}(t, x)=f\left(t, x, u_{(t, x)}\right)+g\left(t, u_{(t, 0)}\right) \dot{B}_{t}  \tag{2.2}\\ & \text { for }(t, x) \in[0, T] \times \mathbb{R} \\ u(t, x)=\varphi(t, x) & \text { for }(t, x) \in D_{0} .\end{cases}
$$

The solution to (2.2) is understood as an $\left\{\mathcal{F}_{t}\right\}_{0 \leqslant t \leqslant T}$-adapted continuous process satysfying the integral equation

$$
u(t, x)=\varphi\left(0, \eta^{t, x}(0)\right)+\int_{0}^{t} f\left(s, \eta^{t, x}(s), u_{\left(s, \eta^{t, x}(s)\right)}\right) \mathrm{d} s+\int_{0}^{t} g\left(s, u_{(s, 0)}\right) \mathrm{d} B_{s}
$$

where the last term is the Itô stochastic integral and $\eta^{t, x}(s)$ is the solution of the characteristic equation

$$
\eta(s)=x-\int_{s}^{t} a(\tau, \eta(\tau)) \mathrm{d} \tau, \quad 0 \leqslant s \leqslant t \leqslant T
$$

Assumption 2.1. Suppose that the function $f$ is continuous and satisfies the Lipschitz condition with respect to the third (functional) variable, so there exist constants $L_{1}, C_{1}>0$ such that

$$
\begin{align*}
|f(t, x, v)-f(t, x, \bar{v})| & \leqslant L_{1} \sup _{(s, y) \in D_{0}}|v(s, y)-\bar{v}(s, y)|  \tag{2.3}\\
|f(t, x, 0)| & \leqslant C_{1} \tag{2.4}
\end{align*}
$$

for all $t \in[0, T], x \in \mathbb{R}, v, \bar{v} \in \mathcal{C}\left(D_{0}, \mathbb{R}\right)$. Suppose that the function $g$ is continuous and satisfies the Lipschitz condition with respect to the second (functional) variable, so there exist constants $L_{2}, C_{2}>0$ such that

$$
\begin{align*}
|g(t, v)-g(t, \bar{v})| & \leqslant L_{2} \sup _{(s, y) \in D_{0}}|v(s, y)-\bar{v}(s, y)|  \tag{2.5}\\
|g(t, 0)| & \leqslant C_{2} \tag{2.6}
\end{align*}
$$

for all $t \in[0, T], v, \bar{v} \in \mathcal{C}\left(D_{0}, \mathbb{R}\right)$.

## 3. Stability of the method of lines

First we consider the following deterministic initial value problem for the firstorder partial differential equation

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)+a(t, x) \frac{\partial u}{\partial x}(t, x)=\psi(t, x) \quad \text { for }(t, x) \in[0, T] \times \mathbb{R}  \tag{3.1}\\
u(0, x)=\theta(x) \quad \text { for } x \in \mathbb{R}
\end{array}\right.
$$

where $a, \psi \in \mathcal{C}([0, T] \times \mathbb{R}, \mathbb{R}), \theta \in \mathcal{C}(\mathbb{R}, \mathbb{R})$. Problem (3.1) is discretized in the spatial variable as follows. We introduce a uniform mesh on $\mathbb{R}$ with the discretization step $h>0$. The method of lines for (3.1) is of the form

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} u^{(i)}(t)}{\mathrm{d} t}+u^{(i)}(t) \frac{a^{(i)}(t)}{h}=u^{(i-1)}(t) \frac{a^{(i)}(t)}{h}+\psi^{(i)}(t) \quad \text { for } t \in[0, T], i \in \mathbb{Z}  \tag{3.2}\\
u^{(i)}(0)=\theta^{(i)} \quad \text { for } i \in \mathbb{Z}
\end{array}\right.
$$

where $a^{(i)}(t), \psi^{(i)}(t), \theta^{(i)}$ are approximations of $a(t, i h), \psi(t, i h), \theta(i h)$, respectively. We assume they are continuous and $a^{(i)}(t) \geqslant 0$. The cases of nonpositive $a^{(i)}(t)$ or arbitrary $a^{(i)}(t)$ are covered in Appendix. The main result is the stability of the method of lines. We shall prove it with the help of several lemmas.

Lemma 3.1. Suppose that $a^{(i)}(t) \geqslant 0$ and

$$
\sup _{t \in[0, T], i \in \mathbb{Z}} a^{(i)}(t)<\infty, \quad \sup _{t \in[0, T], i \in \mathbb{Z}}\left|\psi^{(i)}(t)\right|<\infty, \quad \sup _{i \in \mathbb{Z}}\left|\theta^{(i)}\right|<\infty .
$$

Then problem (3.2) admits a solution $u^{(i)}(t)$ satisfying

$$
\sup _{t \in[0, T], i \in \mathbb{Z}}\left|u^{(i)}(t)\right|<\infty
$$

of the form

$$
\begin{equation*}
u^{(i)}(t)=\sum_{k=0}^{\infty}\left(\theta^{(i-k)} \Gamma^{(i, k)}(t, 0)+\int_{0}^{t} \psi^{(i-k)}(s) \Gamma^{(i, k)}(t, s) \mathrm{d} s\right) \tag{3.3}
\end{equation*}
$$

where $\Gamma^{(i, k)}(t, s) \geqslant 0$ for $i \in \mathbb{Z}, k \in \mathbb{Z}_{+}, 0 \leqslant s \leqslant t \leqslant T$ is defined by the recurrence

$$
\left\{\begin{array}{l}
\Gamma^{(i, 0)}(t, s)=\mathrm{e}^{-\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w}  \tag{3.4}\\
\Gamma^{(i, k)}(t, s)=\int_{s}^{t} \mathrm{e}^{-\int_{s_{1}}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \frac{a^{(i)}\left(s_{1}\right)}{h} \Gamma^{(i-1, k-1)}\left(s_{1}, s\right) \mathrm{d} s_{1}
\end{array}\right.
$$

and it satisfies the normalization property

$$
\begin{equation*}
\sum_{k=0}^{\infty} \Gamma^{(i, k)}(t, s)=1 \tag{3.5}
\end{equation*}
$$

The proof of Lemma 3.1 is provided in Section 4. Now let us consider the method of lines for the initial value problem corresponding to the first-order stochastic functional partial differential equation. We denote by $J_{h}$ the linear interpolating operator given by

$$
\left(J_{h} u\right)(t, x)=u^{(i)}(t)\left(1-\frac{x-i h}{h}\right)+u^{(i+1)}(t) \frac{x-i h}{h}, \quad x \in[i h,(i+1) h]
$$

which maps discrete functions to continuous functions and whose supremum norm is equal to 1 (see [11]). Then the method of lines for (2.2) is of the form

$$
\left\{\begin{align*}
& \frac{\mathrm{d} u^{(i)}(t)}{\mathrm{d} t}+u^{(i)}(t) \frac{a^{(i)}(t)}{h}= u^{(i-1)}(t) \frac{a^{(i)}(t)}{h}+f\left(t, i h,\left(J_{h} u\right)_{(t, i h)}\right)  \tag{3.6}\\
&+g\left(t,\left(J_{h} u\right)_{(t, 0)}\right) \dot{B}_{t} \quad \text { for } t \in[0, T], i \in \mathbb{Z} \\
& u^{(i)}(t)=\varphi^{(i)}(t) \quad \text { for } t \in[-r, 0], i \in \mathbb{Z}
\end{align*}\right.
$$

where $\varphi^{(i)}(t)$ is the approximation of $\varphi(t, i h)$. By $\mathcal{X}_{T}$ we denote the space of these continuous and $\left\{\mathcal{F}_{t}\right\}_{0 \leqslant t \leqslant T \text {-adapted processes } w=\left(w^{(i)}\right)_{i \in \mathbb{Z}}, w^{(i)}:[-r, T] \rightarrow L^{2}(\Omega), ~(\Omega)}$ which satisfy

$$
\|w\|_{t}^{2}:=\mathbb{E}\left[\sup _{\tilde{t} \in[-r, t], i \in \mathbb{Z}}\left|w^{(i)}(\tilde{t})\right|^{2}\right]<\infty, \quad 0 \leqslant t \leqslant T .
$$

If $w:[-r, T] \rightarrow L^{2}(\Omega)$ is an $\left\{\mathcal{F}_{t}\right\}_{0 \leqslant t \leqslant T \text {-adapted continuous process, then }}$

$$
\|w\|_{t}^{2}=\mathbb{E}\left[\sup _{\tilde{t} \in[-r, t]}|w(\tilde{t})|^{2}\right], \quad 0 \leqslant t \leqslant T
$$

By $\mathcal{X}_{[T]}$ we denote the space of these continuous and $\left\{\mathcal{F}_{t}\right\}_{0 \leqslant t \leqslant T}$-adapted processes $w=\left(w^{(i)}\right)_{i \in \mathbb{Z}}, w^{(i)}:[0, T] \rightarrow L^{2}(\Omega)$ which satisfy

$$
\|w\|_{[t]}^{2}:=\mathbb{E}\left[\sup _{\tilde{t} \in[0, t], i \in \mathbb{Z}}\left|w^{(i)}(\tilde{t})\right|^{2}\right], \quad 0 \leqslant t \leqslant T
$$

If $w:[0, T] \rightarrow L^{2}(\Omega)$ is an $\left\{\mathcal{F}_{t}\right\}_{0 \leqslant t \leqslant T \text {-adapted continuous process, then }}$

$$
\|w\|_{[t]}^{2}=\mathbb{E}\left[\sup _{\tilde{t} \in[0, t]}|w(\tilde{t})|^{2}\right], \quad 0 \leqslant t \leqslant T .
$$

Using Lemma 3.1 we introduce an integral representation of (3.6) in the following lemma.

Lemma 3.2. Let $F^{(i)}, G \in \mathcal{X}_{[T]}, F=\left(F^{(i)}\right)_{i \in \mathbb{Z}}, a^{(i)} \in \mathcal{C}\left([0, T], \mathbb{R}_{+}\right), \varphi^{(i)} \in$ $\mathcal{C}([-r, 0], \mathbb{R})$ and

$$
\sup _{t \in[0, T], i \in \mathbb{Z}} a^{(i)}(t)<\infty, \quad \sup _{i \in \mathbb{Z}}\left|\varphi^{(i)}(0)\right|<\infty
$$

Then the initial-value problem

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} u^{(i)}(t)}{\mathrm{d} t}+u^{(i)}(t) \frac{a^{(i)}(t)}{h}=u^{(i-1)}(t) \frac{a^{(i)}(t)}{h}+F^{(i)}(t)+G(t) \dot{B}_{t}  \tag{3.7}\\
u^{(i)}(t)=\varphi^{(i)}(t) \quad \text { for } t \in[-r, 0], i \in \mathbb{Z}
\end{array} \quad \text { for } t \in[0, T], i \in \mathbb{Z},\right.
$$

admits a solution $u=\left(u^{(i)}\right)_{i \in \mathbb{Z}}, u^{(i)} \in \mathcal{X}_{T}$ of the form

$$
\begin{equation*}
u^{(i)}(t)=\sum_{k=0}^{\infty} \varphi^{(i-k)}(0) \Gamma^{(i, k)}(t, 0)+\int_{0}^{t} \sum_{k=0}^{\infty} F^{(i-k)}(s) \Gamma^{(i, k)}(t, s) \mathrm{d} s+\int_{0}^{t} G(s) \mathrm{d} B_{s} \tag{3.8}
\end{equation*}
$$

for $t \leqslant T$, where $\Gamma^{(i, k)}(t, s)$ are given by (3.4).
Lemma 3.3. Let $F^{(i)}, G \in \mathcal{X}_{[T]}, F=\left(F^{(i)}\right)_{i \in \mathbb{Z}}, a^{(i)} \in \mathcal{C}\left([0, T], \mathbb{R}_{+}\right), \varphi^{(i)} \in$ $\mathcal{C}([-r, 0], \mathbb{R})$ and

$$
\sup _{t \in[0, T], i \in \mathbb{Z}} a^{(i)}(t)<\infty, \quad \sup _{i \in \mathbb{Z}}\left|\varphi^{(i)}(0)\right|<\infty .
$$

Then any continuous solution $u=\left(u^{(i)}\right)_{i \in \mathbb{Z}}$ of (3.7) such that $u^{(i)} \in \mathcal{X}_{T}$, satisfies the estimate

$$
\begin{equation*}
\|u\|_{t}^{2} \leqslant 3\|u\|_{[0]}^{2}+3 t \int_{0}^{t}\|F\|_{[s]}^{2} \mathrm{~d} s+12 \int_{0}^{t}\|G\|_{[s]}^{2} \mathrm{~d} s \tag{3.9}
\end{equation*}
$$

The proof of Lemma 3.3 is provided in Section 4.
Remark 3.4. Considering (3.7) with the zero initial condition, by the elementary inequality $(a+b)^{2} \leqslant 2 a^{2}+2 b^{2}$, the estimate (3.9) takes the form

$$
\|u\|_{t}^{2} \leqslant 2 t \int_{0}^{t}\|F\|_{[s]}^{2} \mathrm{~d} s+8 \int_{0}^{t}\|G\|_{[s]}^{2} \mathrm{~d} s
$$

The existence and uniqueness of the solution of Volterra-type integral equations is proved in [5] and [8]. Analogously, by using Picard iterations, we can prove the existence and uniqueness of the solution of (3.6).

Theorem 3.5. Let Assumption 2.1 hold. Suppose that $a^{(i)} \in \mathcal{C}\left([0, T], \mathbb{R}_{+}\right), \varphi^{(i)} \in$ $\mathcal{C}([-r, 0], \mathbb{R})$ and

$$
\sup _{t \in[0, T], i \in \mathbb{Z}} a^{(i)}(t)<\infty, \quad \sup _{i \in \mathbb{Z}}\left|\varphi^{(i)}(0)\right|<\infty .
$$

Then there exists a solution $u=\left(u^{(i)}\right)_{i \in \mathbb{Z}}$ of (3.6) such that $u^{(i)} \in \mathcal{X}_{T}$.

The proof of Theorem 3.5 is provided in Section 4. Let processes $\phi_{1}^{(i)}, \phi_{2} \in \mathcal{X}_{[T]}$ and $\phi_{3}^{(i)} \in \mathcal{C}([-r, 0], \mathbb{R})$ be deterministic and satisfy $\sup _{i \in \mathbb{Z}}\left|\phi_{3}^{(i)}(0)\right|<\infty$. The perturbed system related to (3.6) is of the form

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} \bar{u}^{(i)}(t)}{\mathrm{d} t}+\bar{u}^{(i)}(t) \frac{a^{(i)}(t)}{h}=\bar{u}^{(i-1)}(t) \frac{a^{(i)}(t)}{h}+f\left(t, i h,\left(J_{h} \bar{u}\right)_{(t, i h)}\right)  \tag{3.10}\\
\quad+g\left(t,\left(J_{h} \bar{u}\right)_{(t, 0)}\right) \dot{B}_{t}+\phi_{1}^{(i)}(t)+\phi_{2}(t) \dot{B}_{t} \quad \text { for } t \in[0, T], i \in \mathbb{Z}, \\
\bar{u}^{(i)}(t)=\varphi^{(i)}(t)+\phi_{3}^{(i)}(t) \quad \text { for } t \in[-r, 0], i \in \mathbb{Z}
\end{array}\right.
$$

where $\phi_{1}^{(i)}$ and $\phi_{2}$ are perturbations of the right-hand side of (3.6) and $\phi_{3}^{(i)}$ are perturbations of the initial conditions. We say that the method of lines (3.6) is stable if

$$
\|\bar{u}-u\|_{T} \rightarrow 0 \quad \text { as } h \rightarrow 0
$$

provided that

$$
\left\|\phi_{3}\right\|_{0}+\left\|\phi_{1}\right\|_{[T]}+\left\|\phi_{2}\right\|_{[T]} \rightarrow 0 \quad \text { as } h \rightarrow 0
$$

In the following theorem we show the stability of the method of lines (3.6).
Theorem 3.6. Let the functions $f$ and $g$ satisfy the assumptions of Lemma 3.3 with $F=f, G=g$. Then the method of lines (3.6) is stable.

Proof. Let $u$ be the solution of (3.6) and $\bar{u}$ be the solution of (3.10). Denote $z^{(i)}(t)=\bar{u}^{(i)}(t)-u^{(i)}(t)$. By Lemma 3.2, $z^{(i)}$ satisfies the integral equation

$$
z^{(i)}(t)=\sum_{k=0}^{\infty} \phi_{3}^{(i-k)}(0) \Gamma^{(i, k)}(t, 0)+\int_{0}^{t} \sum_{k=0}^{\infty} \tilde{f}_{h}^{(i-k)}(s) \Gamma^{(i, k)}(t, s) \mathrm{d} s+\int_{0}^{t} \tilde{g}(s) \mathrm{d} B_{s}
$$

for $0 \leqslant t \leqslant T$, where

$$
\begin{aligned}
\tilde{f}_{h}^{(i)}(t) & =f\left(t, i h,\left(J_{h} u\right)_{(t, i h)}\right)-f\left(t, i h,\left(J_{h} \bar{u}\right)_{(t, i h)}\right)-\phi_{1}^{(i)}(t), \\
\tilde{g}(t) & =g\left(t,\left(J_{h} u\right)_{(t, 0)}\right)-g\left(t,\left(J_{h} \bar{u}\right)_{(t, 0)}\right)-\phi_{2}(t)
\end{aligned}
$$

and $\Gamma^{(i, k)}(t, s)$ are given by (3.4). By Lemma 3.3 we obtain the estimate

$$
\|z\|_{t}^{2} \leqslant 3\left\|\phi_{3}\right\|_{0}^{2}+3 t \int_{0}^{t}\left\|\tilde{f}_{h}\right\|_{[s]}^{2} \mathrm{~d} s+12 \int_{0}^{t}\|\tilde{g}\|_{[s]}^{2} \mathrm{~d} s
$$

Denote $\varepsilon_{0}:=\left\|\phi_{3}\right\|_{0}, \varepsilon_{1}:=\left\|\phi_{1}\right\|_{[T]}$ and $\varepsilon_{2}:=\left\|\phi_{2}\right\|_{[T]}$ and assume that

$$
\varepsilon_{0}+\varepsilon_{1}+\varepsilon_{2} \rightarrow 0 \quad \text { as } h \rightarrow 0
$$

It follows immediately from Assumption 2.1 that

$$
\left\|\tilde{f}_{h}\right\|_{[t]}^{2} \leqslant 2 L_{1}^{2}\|z\|_{t}^{2}+2 \varepsilon_{1}^{2}, \quad\|\tilde{g}\|_{[t]}^{2} \leqslant 2 L_{2}^{2}\|z\|_{t}^{2}+2 \varepsilon_{2}^{2}
$$

To complete the proof, it is sufficient to show that $\|z\|_{t} \rightarrow 0$ on [0,T]. It follows from the above estimates and the fact that $(a+b+c)^{2} \leqslant 3 a^{2}+3 b^{2}+3 c^{2}$ that

$$
\|z\|_{t}^{2} \leqslant 3 \varepsilon_{0}^{2}+3 t \int_{0}^{t}\left(2 L_{1}^{2}\|z\|_{s}^{2}+2 \varepsilon_{1}^{2}\right) \mathrm{d} s+12 \int_{0}^{t}\left(2 L_{2}^{2}\|z\|_{s}^{2}+2 \varepsilon_{2}^{2}\right) \mathrm{d} s
$$

Finally, we have

$$
\|z\|_{t}^{2} \leqslant 3 \varepsilon_{0}^{2}+6 \varepsilon_{1}^{2} t^{2}+24 \varepsilon_{2}^{2} t+\left(6 L_{1}^{2} t+24 L_{2}^{2}\right) \int_{0}^{t}\|z\|_{s}^{2} \mathrm{~d} s
$$

From Gronwall's lemma we get

$$
\|z\|_{t}^{2} \leqslant\left(3 \varepsilon_{0}^{2}+6 \varepsilon_{1}^{2} t^{2}+24 \varepsilon_{2}^{2} t\right) \mathrm{e}^{t\left(6 L_{1}^{2} t+24 L_{2}^{2}\right)}
$$

and $\|z\|_{t} \rightarrow 0$ for $\varepsilon_{0}+\varepsilon_{1}+\varepsilon_{2} \rightarrow 0$. Thus, the method of lines is stable.

## 4. Proofs

In this section, proofs of the lemmas from Section 3 will be presented. First, we prove Lemma 3.1.

Pro of of Lemma 3.1. From the recurrence equation (3.4) it can be evaluated that $\Gamma^{(i, k)}(t, s) \geqslant 0$. To check formula (3.3) for the solution of (3.2) we begin with the fact that any solution of (3.2) satisfies the integral equation

$$
\begin{align*}
u^{(i)}(t)= & \mathrm{e}^{-\int_{0}^{t}\left(a^{(i)}(s) / h\right) \mathrm{d} s} \theta^{(i)}  \tag{4.1}\\
& +\int_{0}^{t} \mathrm{e}^{-\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \frac{a^{(i)}(s)}{h} u^{(i-1)}(s) \mathrm{d} s \\
& +\int_{0}^{t} \mathrm{e}^{-\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \psi^{(i)}(s) \mathrm{d} s \quad \text { for } 0 \leqslant s \leqslant t \leqslant T .
\end{align*}
$$

By (3.3), the left-hand side (LHS) of (4.1) is given by

$$
\text { LHS }=\sum_{k=0}^{\infty}\left(\theta^{(i-k)} \Gamma^{(i, k)}(t, 0)+\int_{0}^{t} \psi^{(i-k)}(s) \Gamma^{(i, k)}(t, s) \mathrm{d} s\right)
$$

Putting (3.3) for $i-1$ to the right-hand side (RHS) of (4.1), we have

$$
\begin{aligned}
\text { RHS }= & \mathrm{e}^{-\int_{0}^{t}\left(a^{(i)}(s) / h\right) \mathrm{d} s} \theta^{(i)} \\
& +\int_{0}^{t} \mathrm{e}^{-\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \frac{a^{(i)}(s)}{h} \\
& \times \sum_{k=1}^{\infty}\left(\theta^{(i-k)} \Gamma^{(i-1, k-1)}(s, 0)+\int_{0}^{s} \psi^{(i-k)}\left(s_{1}\right) \Gamma^{(i-1, k-1)}\left(s, s_{1}\right) \mathrm{d} s_{1}\right) \mathrm{d} s \\
& +\int_{0}^{t} \mathrm{e}^{-\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \psi^{(i)}(s) \mathrm{d} s
\end{aligned}
$$

Changing the order of summation and integration, we have

$$
\begin{aligned}
\text { RHS }= & \mathrm{e}^{-\int_{0}^{t}\left(a^{(i)}(s) / h\right) \mathrm{d} s} \theta^{(i)} \\
& +\sum_{k=1}^{\infty} \int_{0}^{t} \psi^{(i-k)}\left(s_{1}\right) \int_{s_{1}}^{t} \mathrm{e}^{-\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \frac{a^{(i)}(s)}{h} \Gamma^{(i-1, k-1)}\left(s, s_{1}\right) \mathrm{d} s \mathrm{~d} s_{1} \\
& +\sum_{k=1}^{\infty} \theta^{(i-k)} \int_{0}^{t} \mathrm{e}^{-\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \frac{a^{(i)}(s)}{h} \Gamma^{(i-1, k-1)}(s, 0) \mathrm{d} s \\
& +\int_{0}^{t} \mathrm{e}^{-\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \psi^{(i)}(s) \mathrm{d} s .
\end{aligned}
$$

Comparing the terms of LHS and RHS, we obtain the recurrence formulas for $\Gamma^{(i, k)}(t, s)$, which completes the proof of the first part. Now we show that

$$
\sum_{k=0}^{\infty} \Gamma^{(i, k)}(t, 0)=1 \quad \text { for } 0 \leqslant t \leqslant T
$$

If $\psi^{(i)}(t)=0$, then

$$
u^{(i)}(t)=\sum_{k=0}^{\infty} \theta^{(i-k)} \Gamma^{(i, k)}(t, 0)
$$

is the only solution of (3.2). Hence

$$
u^{(i)}(t)=\sum_{k=0}^{\infty} \Gamma^{(i, k)}(t, 0)
$$

is the only solution to the Cauchy problem

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} u^{(i)}(t)}{\mathrm{d} t}+u^{(i)}(t) \frac{a^{(i)}(t)}{h}=u^{(i-1)}(t) \frac{a^{(i)}(t)}{h} \quad \text { for } t \in[0, T], i \in \mathbb{Z} \\
u^{(i)}(t)=1 \quad \text { for } t \in[-r, 0], i \in \mathbb{Z}
\end{array}\right.
$$

On the other hand, $u^{(i)}(t)=1$ is the solution of this sample problem. Thus

$$
\sum_{k=0}^{\infty} \Gamma^{(i, k)}(t, 0)=1 \quad \text { for } 0 \leqslant t \leqslant T
$$

Similarly, we can prove that

$$
\sum_{k=0}^{\infty} \Gamma^{(i, k)}(t, s)=1 \quad \text { for } 0 \leqslant s \leqslant t \leqslant T
$$

It is sufficient to consider (3.2) with $\psi=1$ and $\theta=0$. This completes the proof.
Pro of of Lemma 3.3. From Lemma 3.2 we have

$$
\begin{aligned}
\left\|u^{(i)}\right\|_{t} \leqslant & \left\|\sum_{k=0}^{\infty} \varphi^{(i-k)}(0) \Gamma^{(i, k)}(t, 0)\right\|_{[t]}+\left\|\int_{0}^{t} \sum_{k=0}^{\infty} F^{(i-k)}(s) \Gamma^{(i, k)}(t, s) \mathrm{d} s\right\|_{[t]} \\
& +\left\|\int_{0}^{t} G(s) \mathrm{d} B_{s}\right\|_{[t]}=I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

Since $\varphi^{(i)}(0), \Gamma^{(i, k)}(t, 0)$ are deterministic and by (3.5) we obtain the estimate of $I_{1}$ of the form

$$
\begin{aligned}
I_{1}^{2}=\left\|\sum_{k=0}^{\infty} \varphi^{(i-k)}(0) \Gamma^{(i, k)}(t, 0)\right\|_{[t]}^{2} & =\sup _{\tilde{t} \in[0, t], i \in \mathbb{Z}}\left|\sum_{k=0}^{\infty} \varphi^{(i-k)}(0) \Gamma^{(i, k)}(\tilde{t}, 0)\right|^{2} \\
& \leqslant \sup _{l \in \mathbb{Z}}\left|\varphi^{(l)}(0)\right|^{2}=\|u\|_{[0]}^{2} .
\end{aligned}
$$

Now we estimate $I_{2}$.

$$
\begin{aligned}
I_{2}^{2} & =\left\|\sum_{k=0}^{\infty} \int_{0}^{\tilde{t}} F^{(i-k)}(s) \Gamma^{(i, k)}(\tilde{t}, s) \mathrm{d} s\right\|_{[t]}^{2} \\
& =\mathbb{E}\left[\sup _{\tilde{t} \in[0, t], i \in \mathbb{Z}}\left|\sum_{k=0}^{\infty} \int_{0}^{\tilde{t}} F^{(i-k)}(s) \Gamma^{(i, k)}(\tilde{t}, s) \mathrm{d} s\right|^{2}\right] .
\end{aligned}
$$

Using the Cauchy-Schwarz inequality we have

$$
I_{2}^{2} \leqslant \mathbb{E}\left[\sup _{\tilde{t} \in[0, t], i \in \mathbb{Z}}\left|\int_{0}^{\tilde{t}} \sum_{k=0}^{\infty} \Gamma^{(i, k)}(\tilde{t}, s) \mathrm{d} s \times \int_{0}^{\tilde{t}} \sum_{k=0}^{\infty}\left(F^{(i-k)}(s)\right)^{2} \Gamma^{(i, k)}(\tilde{t}, s) \mathrm{d} s\right|\right] .
$$

By (3.5) we obtain

$$
\begin{aligned}
I_{2}^{2} & \leqslant \mathbb{E}\left[\sup _{\tilde{t} \in[0, t], i \in \mathbb{Z}}\left|\tilde{t} \int_{0}^{\tilde{t}} \sum_{k=0}^{\infty}\left(F^{(i-k)}(s)\right)^{2} \Gamma^{(i, k)}(\tilde{t}, s) \mathrm{d} s\right|\right] \\
& \leqslant \mathbb{E}\left[\sup _{\tilde{t} \in[0, t], i \in \mathbb{Z}}\left|\tilde{t} \int_{0}^{\tilde{t}} \sum_{k=0}^{\infty} \Gamma^{(i, k)}(\tilde{t}, s) \sup _{\tilde{s} \in[0, t], l \in \mathbb{Z}}\left(F^{(l)}(\tilde{s})\right)^{2} \mathrm{~d} s\right|\right] \\
& \leqslant \mathbb{E}\left[\sup _{\tilde{t} \in[0, t],}\left|\tilde{t} \int_{0}^{\tilde{t}} \sup _{\tilde{s} \in[0, t], l \in \mathbb{Z}}\left(F^{(l)}(\tilde{s})\right)^{2} \mathrm{~d} s\right|\right] \leqslant t \int_{0}^{t}\|F\|_{[s]}^{2} \mathrm{~d} s .
\end{aligned}
$$

Applying the Doob martingale inequality (see [13]) and the Itô isometry (see [13]), we have

$$
I_{3}^{2}=\mathbb{E}\left[\sup _{\tilde{t} \in[0, t]}\left|\int_{0}^{\tilde{t}} G(s) \mathrm{d} B_{s}\right|^{2}\right] \leqslant 4 \mathbb{E}\left[\left|\int_{0}^{t} G(s) \mathrm{d} B_{s}\right|^{2}\right] \leqslant 4 \int_{0}^{t}\|G\|_{[s]}^{2} \mathrm{~d} s
$$

Hence

$$
\left\|u^{(i)}\right\|_{t} \leqslant \sqrt{\|u\|_{[0]}^{2}}+\sqrt{t \int_{0}^{t}\|F\|_{[s]}^{2} \mathrm{~d} s}+\sqrt{4 \int_{0}^{t}\|G\|_{[s]}^{2} \mathrm{~d} s} .
$$

From the fact that $(a+b+c)^{2} \leqslant 3 a^{2}+3 b^{2}+3 c^{2}$ we obtain the estimate

$$
\left\|u^{(i)}\right\|_{t}^{2} \leqslant 3\|u\|_{[0]}^{2}+3 t \int_{0}^{t}\|F\|_{[s]}^{2} \mathrm{~d} s+12 \int_{0}^{t}\|G\|_{[s]}^{2} \mathrm{~d} s
$$

which completes the proof.
Proof of Theorem 3.5. In order to prove the existence of a solution we define

$$
\begin{aligned}
& u_{0}^{(i)}(t)=\varphi^{(i)}(t) \quad \text { for } t \in[-r, 0], i \in \mathbb{Z}, \\
& u_{0}^{(i)}(t)=\varphi(0) \quad \text { for } t \in[0, T], i \in \mathbb{Z}
\end{aligned}
$$

and the Picard iterations

$$
\frac{\mathrm{d} u_{m+1}^{(i)}(t)}{\mathrm{d} t}+a^{(i)}(t) \frac{u_{m+1}^{(i)}(t)-u_{m+1}^{(i-1)}(t)}{h}=f\left(t, i h,\left(J_{h} u_{m}\right)_{(t, i h)}\right)+g\left(t,\left(J_{h} u_{m}\right)_{(t, 0)}\right) \dot{B}_{t}
$$

for $t \in[0, T], i \in \mathbb{Z}, m \in \mathbb{Z}_{+}$with the initial condition

$$
u_{m+1}^{(i)}(t)=\varphi^{(i)}(t) \quad \text { for } t \in[-r, 0] .
$$

Using (3.9), we can prove by induction on $m$ that the sequence $\left(u_{m}^{(i)}\right)_{m}$ is a Cauchy sequence in the Banach space $\mathcal{X}_{T}$. Hence it is convergent and its limit is a solution to the Cauchy problem (3.6). Let $\Delta u_{m}^{(i)}(t)=u_{m+1}^{(i)}(t)-u_{m}^{(i)}(t)$. For $m=0$ we have

$$
\begin{aligned}
& \frac{d \Delta u_{0}^{(i)}(t)}{\mathrm{d} t}+a^{(i)}(t) \frac{\Delta u_{0}^{(i)}(t)-\Delta u_{0}^{(i-1)}(t)}{h} \\
& \quad=f\left(t, i h,\left(J_{h} u_{0}\right)_{(t, i h)}\right)+g\left(t,\left(J_{h} u_{0}\right)_{(t, 0)}\right) \dot{B}_{t}, \quad i \in \mathbb{Z}, t \in[0, T]
\end{aligned}
$$

From Remark 3.4 we obtain

$$
\left\|\Delta u_{0}(t)\right\|_{t}^{2} \leqslant 2 t \int_{0}^{t}\left\|\left(f_{h}\right)_{0}\right\|_{[s]}^{2} \mathrm{~d} s+8 \int_{0}^{t}\left\|g_{0}\right\|_{[s]}^{2} \mathrm{~d} s
$$

where

$$
\left(f_{h}\right)_{0}=f\left(t, i h,\left(J_{h} u_{0}\right)_{(t, i h)}\right), \quad g_{0}=g\left(t,\left(J_{h} u_{0}\right)_{(t, 0)}\right) .
$$

We shall estimate $\left\|\left(f_{h}\right)_{0}\right\|_{[t]}$ and $\left\|g_{0}\right\|_{[t]}$. By Assumption 2.1 we have

$$
\begin{gathered}
\left\|f\left(t, i h,\left(J_{h} u_{0}\right)_{(t, i h)}\right)\right\|_{[t]}^{2} \leqslant 2 L_{1}^{2}\left\|u_{0}\right\|_{t}^{2}+2 C_{1}^{2}, \\
\left\|g\left(t,\left(J_{h} u_{0}\right)_{(t, 0)}\right)\right\|_{[t]}^{2} \leqslant 2 L_{2}^{2}\left\|u_{0}\right\|_{t}^{2}+2 C_{2}^{2} .
\end{gathered}
$$

Under the inductive assumption for $m \geqslant 0$, we shall show the assertion for $m+1$.

$$
\begin{aligned}
\frac{\mathrm{d} \Delta u_{m+1}^{(i)}(t)}{\mathrm{d} t} & +a^{(i)}(t) \frac{\Delta u_{m+1}^{(i)}(t)-\Delta u_{m+1}^{(i-1)}(t)}{h} \\
= & f\left(t, i h,\left(J_{h} u_{m}\right)_{(t, i h)}\right)-f\left(t, i h,\left(J_{h} u_{m-1}\right)_{(t, i h)}\right) \\
& +g\left(t,\left(J_{h} u_{m}\right)_{(t, 0)}\right) \dot{B}_{t}-g\left(t,\left(J_{h} u_{m-1}\right)_{(t, 0)}\right) \dot{B}_{t}
\end{aligned}
$$

for $i \in \mathbb{Z}, t \in[0, T]$. Applying Remark 3.4, we obtain

$$
\left\|\Delta u_{m+1}(t)\right\|_{t}^{2} \leqslant 2 t \int_{0}^{t}\left\|\left(\Delta f_{h}\right)_{m}\right\|_{[s]} \mathrm{d} s+8 \int_{0}^{t}\left\|\Delta g_{m}\right\|_{[s]} \mathrm{d} s
$$

where

$$
\begin{aligned}
\left(\Delta f_{h}\right)_{m} & =f\left(t, i h,\left(J_{h} u_{m}\right)_{(t, i h)}\right)-f\left(t, i h,\left(J_{h} u_{m-1}\right)_{(t, i h)}\right) \\
\Delta g_{m} & =g\left(t,\left(J_{h} u_{m}\right)_{(t, 0)}\right)-g\left(t,\left(J_{h} u_{m-1}\right)_{(t, 0)}\right)
\end{aligned}
$$

Hence, by Assumption 2.1 one can show that

$$
\left\|\left(\Delta f_{h}\right)_{m}\right\|_{[t]}^{2} \leqslant L_{1}^{2}\left\|\Delta u_{m}^{(i)}\right\|_{t}^{2}, \quad\left\|(\Delta g)_{m}\right\|_{[t]} \leqslant L_{2}\left\|\Delta u_{m}^{(i)}\right\|_{t}
$$

Consequently,

$$
\left\|\Delta u_{m+1}^{(i)}\right\|_{t}^{2} \leqslant\left(2 t L_{1}^{2}+8 L_{2}^{2}\right) \int_{0}^{t}\left\|\Delta u_{m}^{(i)}\right\|_{s}^{2} \mathrm{~d} s
$$

It follows that

$$
\left\|\Delta u_{m+1}^{(i)}\right\|_{t}^{2} \leqslant \mathrm{const} \cdot \frac{\left(2 t L_{1}^{2}+8 L_{2}^{2}\right)^{m}}{m!}
$$

Thus, the series of partial sums

$$
u_{0}^{(i)}(t)+\sum_{k=0}^{n-1}\left[u_{k+1}^{(i)}(t)-u_{k}^{(i)}(t)\right]=u_{n}^{(i)}(t)
$$

is convergent on $[0, T]$. Thus, $u_{m}^{(i)}(t)$ converges to the unique solution $u^{(i)}(t)$ of equation (3.6).

## 5. Appendix

For $a^{(i)}(t) \leqslant 0$ the method of lines for (3.2) is of the form

$$
\begin{align*}
& \frac{\mathrm{d} u^{(i)}(t)}{\mathrm{d} t}-u^{(i)}(t) \frac{a^{(i)}(t)}{h}=-u^{(i+1)}(t) \frac{a^{(i)}(t)}{h}+\psi^{(i)}(t) \quad \text { for } t \in[0, T], i \in \mathbb{Z},  \tag{5.1}\\
& u^{(i)}(t)=\varphi^{(i)}(t) \quad \text { for } t \in[-r, 0], i \in \mathbb{Z}
\end{align*}
$$

Any solution $u=\left(u^{(i)}\right)_{i \in \mathbb{Z}}$ of (5.1) such that $u^{(i)} \in \mathcal{X}_{T}$ has the integral representation (3.3), where $\Gamma^{(i, k)}(t, s) \geqslant 0$ for $i \in \mathbb{Z}$ and $0 \leqslant s \leqslant t \leqslant T$ is defined by the recurrence

$$
\begin{aligned}
& \Gamma^{(i, 0)}(t, s)=\mathrm{e}_{s}^{\int_{s}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w}, \\
& \Gamma^{(i, k)}(t, s)=-\int_{s}^{t} \mathrm{e}^{\int_{s_{1}}^{t}\left(a^{(i)}(w) / h\right) \mathrm{d} w} \frac{a^{(i)}\left(s_{1}\right)}{h} \Gamma^{(i-1, k-1)}\left(s_{1}, s\right) \mathrm{d} s_{1} .
\end{aligned}
$$

In the case when the coefficient $a^{(i)}(t)$ changes sign we cannot employ the forward and backward finite difference quotients as it leads to the discontinuity of coefficients. Instead, we employ a viscosity term

$$
\frac{h}{2}|a| \frac{\partial^{2} u}{\partial x^{2}}
$$

to get the following form of the method of lines for (3.2):

$$
\begin{aligned}
& \frac{\mathrm{d} u^{(i)}(t)}{\mathrm{d} t}+a^{(i)}(t) \frac{u^{(i+1)}(t)-u^{(i-1)}(t)}{2 h} \\
& \quad-\frac{h}{2}\left|a^{(i)}(t)\right| \frac{u^{(i+1)}(t)-2 u^{(i)}(t)+u^{(i-1)}(t)}{h^{2}}=\psi^{(i)}(t) \quad \text { for } t \in[0, T], i \in \mathbb{Z}, \\
& u^{(i)}(t)=\varphi^{(i)}(t) \quad \text { for } t \in[-r, 0], i \in \mathbb{Z}
\end{aligned}
$$

## Hence

$$
\begin{align*}
\frac{\mathrm{d} u^{(i)}(t)}{\mathrm{d} t}+ & +\frac{\left|a^{(i)}(t)\right|}{h} u^{(i)}(t)=\frac{\left|a^{(i)}(t)\right|-a^{(i)}(t)}{2 h} u^{(i+1)}(t)  \tag{5.2}\\
& +\frac{\left|a^{(i)}(t)\right|+a^{(i)}(t)}{2 h} u^{(i-1)}(t)+\psi^{(i)}(t) \quad \text { for } t \in[0, T], i \in \mathbb{Z}, \\
u^{(i)}(t)= & \varphi^{(i)}(t) \quad \text { for } t \in[-r, 0], i \in \mathbb{Z} .
\end{align*}
$$

Any solution $u=\left(u^{(i)}\right)_{i \in \mathbb{Z}}$ of (5.2) such that $u^{(i)} \in \mathcal{X}_{T}$ has the integral representation (3.3), where

$$
\begin{aligned}
& \Gamma^{(i, 0)}(t, s)=\mathrm{e}^{-\int_{s}^{t}\left(\left|a^{(i)}(w)\right| / h\right) \mathrm{d} w}, \\
& \Gamma^{(i, k)}(t, s)=\int_{s}^{t} \mathrm{e}^{-\int_{s_{1}}^{t}\left(\left|a^{(i)}(w)\right| / h\right) \mathrm{d} w}\left(\frac{\left|a^{(i)}\left(s_{1}\right)\right|-a^{(i)}\left(s_{1}\right)}{2 h} \Gamma^{(i+1, k-1)}\left(s_{1}, s\right)\right. \\
& \\
& \left.\quad+\frac{\left|a^{(i)}\left(s_{1}\right)\right|+a^{(i)}\left(s_{1}\right)}{2 h} \Gamma^{(i-1, k-1)}\left(s_{1}, s\right)\right) \mathrm{d} s_{1} .
\end{aligned}
$$
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